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 Outcomes

1.	 Article 1 “The Influence of Gender Stereotypes on the Perception of Brand 
Personality: An Empirical Study”

The study found that gender stereotypes significantly influence brand personality 
perceptions. Men showed a stronger preference for masculine brands, while women 
favored feminine brands. These results highlight the role of gender biases in shaping 
consumer brand choices, offering valuable insights for targeted brand positioning and 
marketing strategies.

2.	 Article 2 “CAMEL Rating Framework: A Tool for Assessing Bank Financial 
Performance” 

The study concludes that the CAMEL rating framework is a vital tool for assessing and 
improving the financial resilience of Indian banks. It effectively identifies risks, aids 
regulatory compliance, and strengthens stakeholder confidence. However, challenges 
like high NPAs in public sector banks and the need to adapt to digital transformation 
remain crucial for its continued relevance.

3.	 Article 3 “Analyzing Efficient Market Hypothesis in CryptoCurrency Market”

The study reveals that Bitcoin, Ethereum, and Binance Coin generally demonstrate 
market efficiency, though it fluctuates during periods of extreme volatility influenced by 
regulatory and macroeconomic events. Bitcoin shows the highest efficiency, highlighting 
the role of liquidity and adoption in market predictability. These findings stress the 
importance of adaptive trading strategies and contribute to understanding the dynamics 
of the Efficient Market Hypothesis in cryptocurrency markets.

4.	 Article 4 “Impact of Pride on the Emotion Climate at Workplace”

The study establishes that pride significantly and positively influences the emotional 
climate in workplaces within the Delhi-NCR region, explaining 38.7% of its variance. 
By fostering pride through recognition and achievement-oriented practices, organizations 
can enhance positivity, employee engagement, and overall well-being. These findings 
provide actionable insights for leaders and HR professionals seeking to cultivate 
emotionally resilient and motivated teams.



5.	 Article 5 “The impact of e-cigarettes on memory ability and psychological 
wellbeing”

The study found that young adults who regularly use e-cigarettes showed significantly 
lower memory ability and higher psychological distress compared to non-users. Strong 
negative correlations were observed between e-cigarette use and both memory functioning 
and psychological well-being. These results indicate a potential link between e-cigarette 
consumption, reduced cognitive performance, and increased mental health concerns.

6.	 Article 6 “Population education – way to progress”

The article highlights that population education is essential for national development, 
as it creates awareness about controlling population growth and promotes healthy 
lifestyles. By adopting a multidisciplinary approach and involving schools and teachers, 
it can prepare youth with a broad outlook. When viewed as an asset, population can be 
effectively utilized for the country’s progress.
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It is with immense satisfaction that NDIM presents the latest volume of Anusandhan: 
NDIM’s Journal of Business and Management Research, Vol.VII, Issue 2, August 
2025, a publication committed to nurturing progressive thought in the fields of business 
and management. This edition brings forth a diverse collection of well-researched articles 
and book reviews that tackle some of the most pressing challenges and trends in today’s 
dynamic global business environment.

In a world undergoing rapid technological change, economic shifts, and heightened attention 
to sustainability, the articles featured here reflect a wide spectrum of scholarly inquiry — 
from digital transformation and workplace emotions to financial performance assessment 
and behavioral impacts on youth.

At NDIM, we continuously strive to bridge academic research with practical relevance. 
Anusandhan serves as a vital platform for fostering academic debate and encouraging applied 
research that influences policy-making, strategic direction, and operational execution.

This time, we received 50 percent more manuscripts than in previous editions. We extend 
our sincere appreciation to our contributors, peer reviewers, and editorial staff, whose 
dedication ensures that the journal maintains high academic standards. Due to concerns 
related to plagiarism and unsatisfactory review outcomes, some submissions were not 
accepted. We hope this will motivate future authors to uphold rigorous research and ethical 
standards when submitting their work.

We encourage readers to delve into the articles presented and share your perspectives, 
suggestions, and future submissions as we move forward in advancing impactful 
management research. We invite prospective authors, reviewers, and critics to collaborate 
with us in driving meaningful societal impact through research. Special thanks to Ms. 
Shweta,  from Trinity Institute of Professional Studies, Renuka Kapoor and Ms. Shruti 
from Amity University and Prof. (Dr.) Shubham Agarwal from NDIM for thoroughly 
proofreading of the journal and taking every point to consideration to fix grammatical 
errors. We also welcome experienced academicians and industry experts to join our efforts 
as advisory board members. For any queries, suggestions or submission of manuscript, 
kindly contact editor@ndimdelhi.in

Warm regards, 
Prof. (Dr.) Madhu Arora 
Editor-in-Chief 
Anusandhan: NDIM’s Journal of Business and Management Research
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Abstract: This study examines the influence of gender stereotypes on individuals' perceptions of brand 
personality. By examining how gendered expectations influence the perception of brands, the research aims 
to uncover whether and how stereotypes shape consumers' brand evaluations. Through a combination of 
surveys and experimental methods, this study will investigate the relationship between gender stereotypes 
and the five dimensions of brand personality: sincerity, excitement, competence, sophistication, and 
ruggedness. The findings suggested that men are more stereotyped than women, and men more often 
choose masculine brands, while women choose feminine brands over masculine brands. The findings will 
provide insights into how gender biases affect brand positioning and marketing strategies.

Keywords: Gender, Stereotypes, Perception, Brand, Personality

1.	 Introduction

Brand personality has become an exciting topic among researchers, as it profoundly influences customer 
perceptions and preferences. In the contemporary marketplace, forming a distinctive brand personality is 
a significant challenge for brands that struggle to establish a coherent and lasting relationship. According 
to Aaker (1997), Brand Personality is a set of human characteristics associated with a brand. These 
characteristics include age, gender, and other personality traits attributed to brand personality. Belk (1988), 
Escalas & Bettman (2003), and Sirgy (1982) suggest that consumers use brands to communicate, reinforce, 
and create themselves. Brand personality (Aaker, 1997 & Plummer, 1985) continues to be significant to 
marketers due to its ability to establish competitive superiority and differentiate brands (Keller et al., 
2002), additionally boost consumer preference and utilisation (Aaker, 1999; Biel, 1993), build brand trust 
and loyalty (Fournier, 1998; Sung & Kim, 2010), and contributes to brand equity (Biel, 1993; Ogilvy, 
1988), evoking desirable emotions (Biel, 1993; Sung & Kim, 2010).

The Influence of Gender Stereotypes on the Perception of 
Brand Personality: An Empirical Study

http://doi.org/10.56411/anusandhan.2025.v7i2.1-11
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Grohmann's (2009) influential work on brand gender has spurred a robust line of research on this 
topic. Brand gender refers to the personality traits linked to masculinity and femininity that are relevant to 
brands. It includes two separate and universal dimensions: masculine brand personality traits (MBP) and 
feminine brand personality traits (FBP). In Grohmann's (2008) study on brand personality and gender, the 
author introduced Masculine and Feminine Brand Personality instruments. These tools measure the gender 
aspects of brand personality using a two-dimensional, 12-item scales composed of descriptive adjectives 
applicable to both symbolic and utilitarian brands. The MBP scale comprises six traits (adventurous, 
aggressive, brave, daring, dominant, and sturdy) that are independent of the FBP scale, which includes 
traits like, fragile, graceful, sensitive, sweet, and tender.

Most research has shown that brand perception can be easily formed and established by the dimensions 
of brand personalities. Brands attempt to select different dimensions of brand personality to create a 
distinct identity that aligns with individual stereotypical characteristics. The specific life-set objectives 
include customs, beliefs, discipline, and social standards. Human often are rigid about their daily tasks, 
whether they involve household chores or non-household chores. These objectives make life easier while 
performing specific tasks, as they have already pre-set life goals. However, they eventually develop a rigid 
discipline to follow particular tasks. They become stereotypical practices when individuals follow them 
without thinking and experiencing them, making them easy life-set goals. According to Banaji and Hardin 
(1996), gender cues influence the formation of gender stereotypes.

Research has demonstrated that consumers' perceptions of brands can be significantly shaped by their 
gender identification. These stereotypes can reveal loyalty pattern influencing consumers' perspectives 
and purchasing intentions for gendered products or services. A current and relevant area of research will 
examine how gender stereotypes influence consumer perceptions of brand characteristics. This empirical 
study investigates the influence of gender stereotypes on consumers' perceptions of brand personality, 
providing valuable insights that can inform and enhance brand management and communication strategies 
in the real world.

In this context, the present study examines whether brand personality varies by gender. By doing so, 
the present research makes a substantial contribution to the literature on gender stereotypes. This is also 
one of the few studies that have empirically examined gender stereotypes and brand personality levels. 
The rest of the paper is structured as follows. It begins by providing a theoretical foundation, followed by 
a review of the literature and the formulation of research questions. We then describe the research method 
used to test the research questions, discuss the results, and suggest theoretical and managerial implications 
of the study. The paper concludes with an examination of its limitations and directions for future research.

The primary objective of this article is to investigate how gender stereotypes affect individuals' 
perceptions of brand personality. This will examine how different individuals simultaneously assess various 
products and choose according to their stereotypical practices. The second objective of the paper is to 
determine whether there are specific dimensions of brand personality that are more susceptible to gender-
based evaluations and ultimately relate to brand personality dimensions scale (sincerity, competence, 
sophistication, ruggedness and excitement) and how brand is presented and communicated with the help 
of these traits which are specific gender-based evaluation in consumers’ mind. This will consider the 
preferences and choices of consumers based on a gender-based evaluation.

According to Batra et al. (1993), it is straightforward for consumers to judge and identify a product 
by its colour, design, font, name, etc. According to Palan (2001 and Grohmann (2009), brand personality 
has two dimensions: feminine and masculine. (Grohmann, 2009) elaborated that traits that signify power, 
energy, strength, dominance, sturdy, and coolness are associated as masculine brands. The third objective 
of this paper is to analyse whether male and female consumers differ in their susceptibility to gender 
stereotypes when assessing brand personality. The fourth objective of this study is to investigate how 
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gender-congruent and gender-incongruent brand personalities influence consumer perceptions and brand 
loyalty. Specifically, research will explore how individuals behave when they want to give preference to 
different brands. Will they choose a brand according to their own choice, or will they choose according to 
their stereotypical traits?

This study aims to investigate the extent to which brands that conform to traditional gender 
stereotypes are perceived differently from those that challenge these stereotypes will be examined through 
an empirical analysis. Additionally, this study examines the potential implications of these findings for 
brand management, marketing strategies, and the broader societal discourse on gender representation in 
the marketplace.

2. 	 Review of related studies

The theoretical foundation of this study is the literature on brand personality, gender stereotypes, and their 
intersection. To study the impact of gender stereotypes on brand personality perception, a comprehensive 
review of the literature was conducted.

2.1 	 Gender and Gender Stereotypes

According to Miller et al. (2009) and Albert & Porter (1988), Humans learn the foundation of socialisation 
and Schema Development of gender stereotypes from early childhood. Individuals are exposed to pervasive 
societal messages about masculinity and femininity coming from various sources like family, peers, and 
media. According to Hentschel et al. (2019), Young boys and girls internalise these messages through 
repeated exposure to the environment, family, peers, media, and other sources. Individuals internalise 
these stereotypes and form mental shortcuts called "schemas." Gender schemas serve as filters, influencing 
how we perceive and process information related to gender. Schemas shape our perceptions, so when 
humans encounter brands, our pre-existing gender schemas help us choose among brands based on their 
perceived masculinity and femininity. So, brands are automatically categorised based on "masculine" or 
"feminine" cues, such as product attributes, marketing imagery, colour schemes, and language use.
The influence of stereotypical associations links certain brand personality traits with masculinity (e.g., 
ruggedness, competence, dominance) and others with femininity (e.g., warmth, nurturing, elegance). Once 
we categorize a brand as "masculine" or "feminine," we tend to interpret further information to confirm our 
initial bias. (Shing and Singla, 2014) Furthermore, the authors of Winds (2016) examine how marketers 
use gender stereotypes in advertising. Marketers often intentionally leverage gender stereotypes, using 
imagery and language that reinforce traditional associations to target specific consumer segments. (Grau 
et al., 2018; and Lan et al., 2013) Analyzing how gender portrayals simplify marketing and how marketers 
frequently use household appliances to target women—based on stereotypical gender associations of 
women—suggest that marketers find it easier to display competence cues with masculine brands and 
warmth cues with feminine brands. Based on this evidence from the literature, we can formulate our first 
hypothesis.

Deaux and Lewis (1984) identified a widely accepted set of gender stereotype traits, including trait 
descriptors, role behaviours, occupations, and physical appearance, each with masculine and feminine 
forms. These categories encompass both masculine and feminine traits, such as trait descriptors like 
superiority and sympathy, role behaviours like leadership and nurturing, physical characteristics like hair 
length and body weight, and occupations including doctor, truck driver, schoolteacher, and housewife.

Gender stereotypes are deeply ingrained through socialisation processes and reinforced by cultural 
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norms (Bem, 1981; Fiske & Taylor, 1991). These stereotypes often associate masculinity with traits like 
strength, assertiveness, and competence, while femininity is linked to warmth, nurturing, and emotionality. 
Research on implicit bias demonstrates that individuals can hold unconscious gender stereotypes that 
influence their judgments and behaviours, even if they consciously reject those stereotypes.

2.2 	 Brand Personality

Brand personality refers to the set of human traits linked to a brand (Aaker, 1997). Consumers don't just 
buy products; they seek relationships and expressions of their personalities. Just as we are attracted to 
people who share our beliefs, interests, and values, we also prefer organizations with similar traits. For 
instance, someone who is daring and adventurous might choose hiking shoes from a brand known for 
durability and an ethos of exploration. Conversely, a person who appreciates sophistication and elegance 
might prefer a sleek, minimalist watch.

Grohmann's (2008) study on brand personality and gender introduced the Masculine and Feminine 
Brand Personality tools. These measures assess the gender aspects of brand personality along a two-
dimensional, 12-item adjective scale suitable for both symbolic and utilitarian brands. The MBP scale 
includes six traits—adventurous, aggressive, brave, daring, dominant, and sturdy—that are distinct from 
the FBP scale, which features traits like, fragility, grace, sensitivity, sweetness, and tenderness.

According to Rup et al. (2018), Gender stereotypes act as a lens through which we view and interpret 
brands. This lens shapes our brand personality perceptions, influences our preferences, and ultimately 
drives purchasing decisions. Different aspects of our dispositions are stimulated by various circumstances 
that we encounter in our daily lives. Numerous consumers develop distinct brand personalities; for 
instance, they evaluate various products and brands according to their unique personality traits, even 
if their decisions seem inconsequential. This intricate equilibrium between the external world and one's 
interior self is also evident in consumerism, where companies, like individuals, adopt unique personalities 
to captivate and establish connections with consumers.

Osselaer and Janiszewski (2001) note that research on adaptive brand association learning indicates 
that advertisers frequently present consumers with various salience cues, enabling them to create 
multiple connections with brands. This mirroring effect stems from our innate need for self-consistency, 
as consumers tend to favor brands that reflect their self-image (Bosman, 1996). Such choices serve to 
reinforce beliefs and values, with selecting a brand that embodies desired personality traits often acting as 
an aspirational move to help shape an idealized self-image (Hess & Melnyk, 2016). For example, someone 
wishing to be seen as confident and successful might choose a luxury car brand linked to these qualities, 
even if they haven't fully adopted them yet. The power of brand identity lies in its ability to evoke emotions 
and subconscious desires. A strong brand personality goes beyond product features and benefits; it stirs 
emotions, tells a story, and fosters a sense of community.

 The primary purpose of this study is to investigate how the influence of gender stereotypes affects 
the perception of brand personality among young individuals. Specifically, the study intends to do the 
following.

1.	 How do gender stereotypes influence brand personality?

2.	 Do male and female consumers differ in their susceptibility to gender stereotypes when assessing 
brand personality?

3.	 How do gender-congruent and gender-incongruent brand personalities affect consumer perceptions 
and brand loyalty?
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The following research question guided the study:
Research Question 1: Individuals are to perceive brands as possessing gender-stereotypical traits (e.g., 

competence in masculine brands and sincerity in feminine brands).
Research Question 2: Gender stereotypes influence the perception of brand personality.
Research Question 3: Brands that align with traditional gender stereotypes will be perceived more 

positively compared to those that do not align with these stereotypes.
The following null hypothesis will be tested at a 0.05 level of significance:
Null Hypothesis 1 (H0): Gender stereotypes affect the brand's perception.
Null Hypothesis 2 (H02): Gender stereotypes influence the perception of brand personality.
Null Hypothesis 3 (Ho3): Brands that align with traditional stereotypes will be perceived as more 

positive than those that do not align with these stereotypes.
According to Aaker (1997), a Brand acts as a personality. Consumers do not just see products; they 

perceive brands as having personalities. These personalities encompass human-like brand personality 
traits, including sincerity, excitement, competence, sophistication, and ruggedness (Aaker, 1997). We are 
naturally drawn to brands that we perceive as congruent with our self-image or aspirations. Since gender 
is a fundamental aspect of identity, we tend to favour brands whose perceived personality aligns with our 
internalised gender schemas (Lieven,2017). From this supportive literature, our first hypothesis, presented 
in null form, is:

3. 	 Research Methods

This study was conducted in the metropolitan state of Delhi, where the young individuals between the ages 
of 17 and 40 was chosen. This age group is primarily fond of brands and more specific about their choices. 
These age groups preferred goods or services according to their brand choice. One hundred forty-eight 
brand users completed the questionnaire; the sample consisted of 83 females (54.97%), 65 males (45.03%). 
A stratified sampling technique was used, drawing participants from various Delhi University colleges and 
government offices. Their minimum educational qualification is a senior secondary school; all belong to 
socioeconomic classes. Before filling out the questionnaire, all participants in the group of 5-15 were given 
exposure to the advertisement and the screenplay. They were shown advertisements of popular, selected 
brands, which included both stereotypical and non-stereotypical advertisements. So that they could see 
the brand’s advertisements and how these brands form the brand personality at two different times. Before 
filling out a questionnaire, participants were exposed to five brands (Cadbury, Cinthol, Everest, Thar, and 
Surf Excel). The brand advertisements were shown in two different periods: an old ad, which was aired in 
the 1990s, and a new advertisement, which was aired very recently. This was done to illustrate the various 
trends and changes in the portrayal of distinct gender roles in advertising (Knoll et al., 2011).

One hundred forty-eight brand users completed the questionnaire, with a sample consisting of 83 
females (54.9%) and 65 males (45.1%). The advertisement chosen for the study has some criteria. Firstly, 
the advertisement must feature a female as the central figure in feminine advertisements, whereas in 
masculine advertisements, the central figures are mainly men, or if women are also present, their roles are 
typically limited to showcasing their beauty, sincerity, and nurturing of children or family. Secondly, the 
advertisements are well-known among the target audience so that they can be easily recognised. Thirdly, 
Advertisement show stereotypical and non-stereotypical gender roles.
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4. 	 Measurements

The current study used an existing scale of gender stereotypes and brand personality. The first part of the 
questionnaire collected demographic information. The second part included gender stereotype standardised 
scales (Deaux & Lewis, 1984). The final part is the Brand Personality Standardised Scale (Aaker, 1997). 
Since data collection took place in India, all questions were translated into the local language, Hindi.

4.1 Gender stereotype

The gender stereotype measures were based on earlier research. Deaux and Lewis (1984) identified a 
well-established set of gender stereotype traits, including trait descriptors, role behaviors, occupations, and 
physical appearance, all of which have masculine and feminine versions. These categories include both 
masculine and feminine statements, such as trait descriptors like superiority and sympathy, role behaviors 
like leadership and nurturing, physical features like hair length and body weight, and occupations such as 
doctor, truck driver, schoolteacher, and housewife.

To assess participants' beliefs regarding traditional gender stereotypes, particularly those related to 
femininity and masculinity, we developed a series of statements reflecting standard societal expectations 
(e.g., women should always appear slim in advertisements, women should always be fairer than men, 
etc.). Respondents rated their level of agreement with each of the 10 statements on gender stereotyping on 
a 5-point Likert scale (1 = “strongly disagree” to 5 = “strongly agree”). Higher scores indicated a greater 
endorsement of traditional gender stereotypes, while lower scores indicated a non-traditional perspective. 
Cronbach’s value of the gender stereotype of all 11 items is 0.945.

4.2 Brand personality

Aaker’s scale, used to gather data, was administered after respondents viewed an advertisement. 
The brand personality comprises five scales, each further divided into 10 specific dimensions. For 
each dimension, respondents identified the brands that best matched each statement from a list of five 
predetermined brands. This method effectively captured brand preferences across various personality 
dimensions. The overall scale's Cronbach’s alpha is 0.847, indicating good reliability. This approach 
enabled a comparative analysis of how consumers perceive each brand across different personality aspects.

4.3 	 Hypothesis Testing

Research question 1: Do gender stereotypes affect brand personality?
The results presented in Table 1 show that the mean and standard deviation for male respondents are 

42.92 and 11.63, respectively, whereas those for female respondents are 36.67 and 9.91, respectively. The 
difference in the mean response of male and female respondents is 6.254.

Table 1. Independent t-test Analysis of the Influence of Gender Stereotypes between genders (Male and 
female)

Gender n M SD t(df) p 95% Confidence level of difference

Male 65 42.92 11.63 5.25 <.001 2.74 9.77

Female 83 36.67 9.91
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Ho1 Gender Stereotype has no significant difference in gender (male and female)
An independent sample t-test was conducted to compare significant differences between males and 

females. Levene’s test for equality of variances was insignificant (F=3.091, p < 0.05), and the p-value is less 
than 0.05, indicating that the assumption of equal variance holds. The t-test revealed statistical significance 
between the two groups. The magnitude of the difference in the mean is 6.254 at a 95% confidence level, 
ranging from 2.735 to 9.773, which is significant. Hence, Ho1 was rejected. It is therefore concluded that 
there is a considerable difference between male and female gender stereotypes.

Research question 2 Ho2

Ho2: Gender stereotypes influence their perception of brand personality
To explore how individual gender stereotypes influence brand personality evaluation, a regression 

analysis was conducted. This analysis aimed to determine whether the dimensions of brand personality — 
sincerity, competence, excitement, sophistication, and ruggedness — are affected by gender stereotype, 
which acts as the independent variable. Additionally, another regression analysis was carried out to 
examine how specific gender stereotype traits impact the dimensions of brand personality. The results 
clarify which brands are linked to each dimension of brand personality.

Dimension Brand R2 Beta 
coefficient

t- Value p-value 
(sig.)

Interpretation

Sincerity Cadbury 0.151 0.389 5.098 <.001 Strong effect of stereotype on 
sincerity

Competence Surf Excel 0.102 0.320 4.081 <0.001 Strong effect of stereotype on 
competence

Excitement Thar 0.088 0.297 3.764 <0.001 Strong significant effect

Sophistication Surf Excel 0.102 0.320 4.081 <0.001 Strong effect of stereotype on 
competence

Ruggedness Thar 0.131 0.362 4.694 <0.001 Strong significant effect

Regression analysis was conducted to determine whether gender stereotypes influence the evaluation 
of brand personality traits. The results showed that gender stereotypes significantly affected the sincerity 
dimension for Cadbury, with a notable effect only for this brand, R² = 0.151, p < 0.05. Similarly, for 
Surf Excel, the competence dimension of brand personality was significantly influenced by gender 
stereotyping, with an R² of 0.102 and p < 0.05. Furthermore, the dimensions of excitement, sophistication, 
and ruggedness of brand personality were significantly impacted by gender stereotyping for Thar, Surf 
Excel, and Thar brands, respectively.

Ho3: Brands that align with traditional gender stereotypes will be perceived more positively compared 
to those that do not align with these stereotypes.

First, categorize the data based on the gender stereotype score: scores of 3 or higher indicate a high 
stereotype, while scores below 3 indicate a low stereotype. Next, examine the data for positive or negative 
brand preferences. Those with a high stereotype who prefer masculine brands (such as Cinthol or Thar) 
will be classified as high stereotype. Conversely, individuals with a low stereotype who choose feminine 
brands (like Everest, Surf Excel, and Cadbury) will be classified as low stereotype.
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Table 3: Brand Perception (Positive/ Negative) and High /Low Stereotype Crosstabulation Count

High Stereotype Low Stereotype Total
Brand
Perception

Negatively Perceived 107 0 107
Positively Perceived 14 27 41

 Total 121 27 148

Table 3 presents the results of the cross-tabulation, indicating a significant relationship between brand 
perception and gender stereotypes. The chi-square test indicates a statistically significant association (X2 
= 87.84, df = 1, p < 0.001), suggesting that how a brand is perceived is closely tied to the level of gender 
stereotyping. The data reveals that individuals with high gender stereotypes tend to view brands negatively, 
often favouring more masculine brands. Conversely, those with low stereotypes are more likely to perceive 
brands positively, typically preferring brands seen as more feminine.

5.	 Result

A total of 148 valid responses were collected for the study. Participants were exposed to five brands: 
Cadbury, Surf Excel, Thar, Everest, and Cinthol. The Thar brand received an unexpectedly high number of 
responses, total 49, with 62% of respondents being male and 38% being female. The other brands received 
responses as follows: Cadbury (39), Cinthol (30), Everest (17), and Surf Excel (13). The findings indicated 
that different dimensions of brand personality align with different brands, reflecting individual perceptions 
of each brand.

Gender stereotypes differ notably between males and females, as shown by independent t-tests. The 
findings suggest that males and females socialise differently and encounter distinct societal expectations 
based on their level of stereotypical gender role adoption and expression. Additionally, analysing brand 
preferences by gender—considering their gender stereotype traits—highlighted divergent preferences for 
brand personalities.

Gender stereotypes influence brand personality to some extent, although other factors may also affect 
perceptions. Individuals with high gender stereotype scores tend to prefer traits like competence, excitement, 
and ruggedness. In contrast, those with feminine traits are more likely to select brand personality traits 
such as sincerity and sophistication.

Portraying traditional gender stereotypes can lead to more positive perceptions than deviating from 
these norms, as confirmed by a chi-square test, which shows that gender stereotypes significantly influence 
consumer perception. According to Lieven et al. (2015), gender closely aligns with cultural norms and 
societal expectations, and brands tend to stereotype traits based on consumer preferences, mainly focusing 
on these deeply rooted norms. Research emphasises how brands reinforce and validate consumer tastes 
through gender stereotypes, highlighting the importance for marketers and advertisers to stay updated 
on current branding and advertising trends (Hastie, 2016). When adverting campaigns and marketing 
strategies adhere to well-established practices, they tend to foster familiarity and a sense of belonging with 
the brand, thereby enhancing consumer affinity and purchase intention (Ellemers, 2017).

6.	 Discussion and conclusion

Research examined the effects of gender, gender stereotypes, brand personality, and the interaction between 
gender and brand personality. The brand forms perceptions through advertisement exposure, which plays 
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a crucial role in shaping the brand’s gender perception. When a brand aims to alter its perception and 
personality, it updates its brand elements, along with its advertisements and social media presence. The 
paper shows that there are significant differences in gender and gender stereotypes, with males and females 
displaying distinct patterns of gender endorsement.

Generally, brands take time to develop certain perceptions, personalities, and gender-specific brand 
personalities (masculine and feminine) through advertisements. People may hold traditional perceptions 
of a brand at one time or non-traditional perceptions at another, mainly based on how gender roles are 
portrayed in the advertisements. The results show that females are more likely to choose the brand Thar 
than men because of how its advertisements portray gender.

Gender influences stereotypes and shapes perceptions of brand personalities. The study suggests that 
brands can influence how they are perceived, leading to either a masculine or feminine identity. Research 
highlights significant differences between how males and females perceive brands, with males typically 
holding stronger gender stereotypes and preferring more masculine brands. A brand rebranding becomes 
necessary when there is a need to update, refresh, or completely overhaul the company’s existing image 
and market position. Consequently, marketing efforts often target gender-specific audiences, emphasising 
masculine traits for men and feminine traits for women. People generally prefer brands that conform to 
traditional gender roles, and advertising and media often reinforce these stereotypes.

7. 	 Managerial Implications and Future Research

The findings will help our sales and marketing managers plan for their target audiences across different 
time periods, ensuring their emotions and feelings align with the brand. Marketing and sales managers 
should regularly evaluate the most effective communication strategies for their target customers, which can 
assist in fostering attachment to the brand and shaping its personality among consumers. Marketers should 
reposition or rebrand a brand when necessary to create a new brand image through various marketing 
efforts. It has been observed from advertisement exposure that brands choose to identify themselves 
differently at different times; essentially, they develop unique brand personalities at various intervals to 
reflect their culture, norms, and beliefs. To maximize brand relevance, marketers may either incorporate 
diverse characteristics into the core brand to appeal to both genders or develop distinct brand personalities 
carefully designed to resonate with a specific gender identity (Lan et al., 2013).

The results show that individuals of different genders have distinct brand preferences that align 
with their gender stereotype traits. Using roles in advertisements that convey assertiveness, strength, 
and independence is directly linked to a masculine brand personality. In contrast, roles such as sincerity, 
affection, love, and sympathy are directly linked to a feminine brand personality. Previous studies have 
also shown that individuals tend to select brands based on their personalities (Grovers & Shoormans, 
2005). Brands communicate their image through advertisements, logos, names, designs, and other brand 
elements. These portrayals create specific perceptions that brands need to reach their target customers.

Earlier advertisements were more gender-specific, whereas modern advertisements show a reduced 
use of stereotypical practices. Marketing managers and sales executives should be concerned with how a 
brand determines what to communicate at different times. The marketing manager assesses the marketing 
environment, carefully deciding how to convey the brand's image to the target audience. Individual or 
stereotypical practices help marketers decide how to represent diverse products at various intervals.

The findings may not apply to all types of brands, as different brands have varying preferences for 
showcasing their identity and reaching their target customers. Data was collected from various sources, 
which supported the findings. Only Aaker's brand personality model was selected for research due to 
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its wider acceptability. The study might not be relevant for price-sensitive consumers or those who do 
not prioritize brand personality; they choose products based on their personal preferences, regardless of 
the brand's personality. Despite these limitations, this study offers insights into the relationship between 
gender, gender stereotypes, and brand personality among Indian consumers.
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Abstract:
Purpose: The objective of the study is to understand the financial health and performance of Indian banks 
using the CAMEL rating framework. It examines how the model has evolved over time, its adoption in 
India, and how it’s being used to identify and manage risk effectively.

Design/Methodology/Approach: The research discusses the CAMEL model, a banking evaluation 
framework based on five key parameters: Capital Adequacy, Asset Quality, Management Efficiency, 
Earnings Quality, and Liquidity.

Findings: The CAMEL model has played an important role in strengthening both the operational and 
financial resilience of the Indian banks. Public sector banks face challenges such as high non-performing 
assets (NPAs) and operational inefficiencies, while private sector banks generally demonstrate stronger 
asset quality and earnings. The study highlights significant variations in performance across different bank 
categories, underscoring the model’s role in regulatory and strategic oversight.

Practical Implications: The findings suggest that the CAMEL framework facilitates early detection of 
potential risk, aids regulatory compliance, and enhances stakeholder confidence in the banking system. 
However, there is a need to integrate emerging dimensions like digital transformation to maintain its 
relevance.

Keywords: CAMEL framework, Financial Performance, Indian Banking Sector, Non-Performing Assets 
(NPAs), Regulatory Compliance
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1.	 Introduction

The banking sector is an important pillar of our economy and is essential to the financial system by 
providing a wide range of services. The Indian banking sector has experienced remarkable growth over 
the last five decades, specifically since the nationalization of banks in 1969. Assessing the financial 
performance of this sector is crucial for understanding the overall health of the Indian economy.

The CAMEL rating model was originally developed under the United States’ financial supervisory 
procedures in the 1970s, but it has since been adopted by several nations, including India. The Federal 
Financial Institutions Examination Council (FFIEC) developed the CAMEL model as a supervisory tool 
and introduced it to the Federal Reserve, the Federal Deposit Insurance Corporation (FDIC), and the Office 
of the Comptroller of the Currency (OCC). Its main goal was to provide a consistent supervisory approach 
that could detect early warning signs of financial stress. It provides supervisory procedures to ensure 
systematic stability and meet the growing complexity in the sector.

Over time, the framework was expanded to include an additional component when ‘S’ was added to 
the CAMEL model for Sensitivity to Market Risk, transforming it into the CAMELS model. This change 
became important in the 1990s as market risks became more prominent in financial stability, driven by 
globalization and the growing complexity of financial instruments.

The framework was first introduced in India in the 1990s as a part of Banking Sector Reforms. The 
additions were made after the New Economic Policy (introduced in 1991), based on the recommendations 
of the Narasimham Committee (1995) (Biswas, S., & Bhattacharya, M. (2020), Kantharaju G. et. al. 
(2024)), which emphasized the need for standardized assessment tools.

Further, the framework was implemented by the Reserve Bank of India (RBI) to supervise both public 
and private sector banks in India. It helped identify financially weak or loss-making banks and initiate 
timely corrective measures. In the beginning, it was applied to the commercial banks only. When the 
model gained popularity, it was applied to the Non-Banking Financial Companies (NBFCs) as well, after 
a few modifications.

Further, there is Prompt Corrective Action (PCA), an additional measure to strengthen regulatory 
oversight used by the central bank to ensure early intervention and maintain stability in the banking system.

Table 1: Summary of the adoption of the CAMEL Framework in the US and India

Feature United States India

Origin Developed by FFIEC in the 1970s. Adopted in the post-liberalization 
period (1990s).

Primary Focus The initial focus was on financial 
soundness; it later evolved to include 
market risk.

Focus on NPAs, operational 
efficiency, and compliance.

Regulatory 
Authority

Federal Reserve, OCC, FDIC Reserve Bank of India (RBI)

Enhancements Evolved into CAMELS with "S" for 
sensitivity

Integrated with Prompt Corrective 
Action (PCA) as used by RBI

(Source: Existing Literature)
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Table 2: Summary of Review of Literature based on the use of CAMEL Model in the  Indian Banking 
Sector

Author, Year Bank (Sample) Technique Results and Findings

K Suresh, 
Subhendu Kumar 
Pradhan, 
2023

Bank of Baroda, 
Indian Bank, 
State Bank of India, 
Central Bank 
of India, Indian 
Overseas Bank, UCO 
Bank under PSUB;
IDF First Bank Ltd., 
Bandhan Bank Ltd., 
Yes Bank Ltd., 
Nainital Bank Ltd., 
Dhanalakshmi Bank 
Ltd., Jammu and 
Kashmir Bank Ltd.

CAMEL 
Model 
Analysis and 
Independent 
Sample 
T-Test

PSBs maintain higher reserves to 
meet financial obligations, generate 
more profit per employee, and manage 
their liquidity better relative to their 
deposits. However, most of the banks 
show a negative return on equity. 
For the two types of banks, PSUB and PSB, 
the T value is 2.734. This means there is a 
significant difference between PSBs and 
PSUBs for non-performing assets to net 
advances. For all other ratios, there is no 
significant difference between the two.

R. Raghavendra 
Rao, Prof. Ch. 
Srinivasa Rao, 
2022

Public Sector: State 
Bank of India, Punjab 
National Bank, Bank 
of Baroda 
Private Sector: 
HDFC Bank, 
ICICI Bank, Kotak 
Mahindra Bank

CAMEL 
Model 
Analysis

ICICI maintained a strong CAR and high 
asset quality but a low D/E ratio, while 
PNB and BOB showed the lowest CAR. 
PNB also had a higher NPA. The Kotak 
Mahindra bank is generating strong interest 
and non-interest income, and again, PNB 
shows the lowest earnings efficiency. Bank 
of Baroda maintained a balanced liquidity 
position, followed by ICICI and SBI.

Sarit Biswas, 
Mousumi 
Bhattacharya, 
2020

ICICI Bank Ltd., 
Axis Bank Ltd., 
HDFC Bank Ltd., 
YES Bank Ltd., 
Kotak Mahindra 
Bank Ltd., 
IndusInd Bank Ltd., 
IDBI Bank Ltd., 
DCB Bank Ltd., 
Bandhan Bank Ltd., 
and IDFC FIRST 
Bank Ltd.

CAMEL 
Model 
Analysis and 
ANOVA

According to the ANOVA analysis, there is 
a significant variation in the performance 
of the sample banks for most of the ratios, 
except for the capital adequacy ratio, 
which shows no significant variation. 
For financial ratio analysis, ICICI has 
the highest CAR, while the lowest was 
maintained by IDBI. The lowest net NPA to 
total assets was observed in HDFC Bank. 
ROE was maximum for IDFC First Bank, 
followed by HDFC. For interest income 
and liquidity, Bandhan Bank is at the top, 
followed by DCB and Kotak in income and 
HDFC and AXIS for liquidity.
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Author, Year Bank (Sample) Technique Results and Findings

Dr. Anand Singh 
2024

Union Bank of India 
(pre- and post-
merger)

CAMEL 
Model 
Analysis

The merger helped improve financial 
stability with an increase in CAR, and the 
average net NPA (%) reduced, indicating 
better asset quality and better management 
of bad loans. The ROA and EPS moved 
from negative to positive, with EPS 
highlighting better shareholder value.

Dr. Mansi Mathur, 
2021

State Bank of India 
(SBI) (pre- and post-
merger)

CAMEL 
Model 
Analysis

The post-merger performance improved 
in CAR, while the D/E ratio declined. 
The total advances to total assets also 
improved. However. ROE has reduced 
for SBI. The NPA ratio and slippage ratio 
declined, indicating a better performance. 
and reduced bad loans. The overall 
performance was better in the post-merger 
period in comparison to the pre-merger 
period.

2.	 Research Objective: To understand the financial health and performance of Indian banks using the 
CAMEL rating framework

Table 3: Summary of Implications of Financial Ratios

Parameter Ratio Implications in the Banking Sector

Capital Adequacy is used by banks 
to assess their capacity to absorb the 
potential losses and still be able to 
fulfill all their financial obligations. 
It compares the bank's capital to its 
risk-weighted assets. Under Basel 
III regulations, the Reserve Bank 
of India requires a minimum CAR 
of 9%, which is higher than the 
international standard of 8%. A solid 
capital foundation enables the bank 
to weather economic challenges and 
strengthens public confidence.

Capital 
Adequacy Ratio 
(CAR)

The bank’s ability to absorb potential losses 
and maintain financial stability. A higher 
CAR ensures resilience.

Tier 1 Capital 
Ratio

Measures the bank's core capital strength, 
reflecting its financial health and risk-bearing 
capacity.

Debt-to-Equity 
Ratio

Assess the bank’s leverage level; high 
ratios may indicate over-reliance on debt, 
increasing financial risk.

Leverage Ratio Shows the bank’s capital buffer relative to its 
total exposure, ensuring protection against 
excessive risk-taking.
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Parameter Ratio Implications in the Banking Sector

Asset Quality measures the 
soundness of the bank’s assets, such as 
loans and advances. Non-Performing 
Assets (NPAs) are a key indicator in 
this category. High levels of NPAs 
reflect poor credit appraisal and risk 
management practices. The Indian 
banking sector, particularly public 
sector banks, has faced challenges due 
to rising NPAs in recent years.

Gross NPA 
Ratio

Highlights the percentage of loans classified 
as non-performing; a higher ratio signals 
poor asset quality and credit risk.

Net NPA Ratio Reflects the actual bad loans after provisions, 
showing the net impact on the bank’s 
profitability.

Provision 
Coverage Ratio 
(PCR)

Indicates the extent of provisioning against 
NPAs, showing preparedness to manage 
credit risk.

Investment to 
Asset Ratio

Measures the proportion of assets invested 
in securities, indicating liquidity and risk 
diversification.

Management Efficiency is to assess 
the leadership, governance, and 
operational efficiency of the bank. 
Effective management ensures the 
optimal utilization of resources and 
alignment with strategic goals. In 
India, banks are increasingly adopting 
digital transformation strategies to 
improve management efficiency.

Cost to Income 
Ratio

Evaluates operational efficiency; a lower 
ratio suggests better cost management and 
profitability.

Business per 
Employee

Indicates productivity of employees; higher 
values reflect better resource utilization.

Profit per 
Employee

Shows employee contribution to profitability, 
important for evaluating workforce efficiency.

Earnings Quality focuses on the 
bank's ability to generate sustainable 
and stable profits. Consistent earnings 
enable a bank to expand operations, 
reward shareholders, and build 
reserves. Indian banks are striving 
to improve earnings by diversifying 
revenue streams and enhancing fee-
based income.

Net Interest 
Margin (NIM)

Represents the profitability from core 
banking operations, i.e., the interest spread.

Return on 
Assets (ROA)

Reflects how effectively the bank utilizes its 
assets to generate profit.

Return on 
Equity (ROE)

Measures the return generated for 
shareholders, indicating profitability and 
equity efficiency.
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Parameter Ratio Implications in the Banking Sector
Liquidity measures the bank's 
capacity to meet short-term 
obligations without undue reliance on 
external funding. Adequate liquidity 
is essential to ensure smooth day-to-
day operations and maintain customer 
trust. In India, the RBI's liquidity 
adjustment facility (LAF) plays a 
crucial role in managing liquidity in 
the banking system.

Liquidity 
Coverage Ratio 
(LCR)

Assesses the bank's ability to meet short-term 
liquidity needs under stress scenarios.

Loans to 
Deposits Ratio 
(LDR)

Indicates the proportion of funds deployed as 
loans; high values suggest potential liquidity 
risks.

Quick Ratio States the bank’s ability to meet its immediate 
obligations using liquid assets.

Cash to 
Deposits Ratio

Assesses the ability to maintain sufficient 
liquidity to fulfill depositor withdrawal 
requests.

Operating 
Efficiency Ratio

Highlights cost-effectiveness in operations; a 
lower ratio indicates improved efficiency.

Earnings per 
Share (EPS)

Represents the profitability available 
to shareholders, crucial for investment 
decisions.

3.	 Conclusion

The CAMEL model remains a cornerstone for evaluating the financial performance, soundness and 
stability of banks in India. It provides a structured and comprehensive approach, enabling stakeholders to 
make informed decisions and detect early signs of risk of vulnerability.

The study, based on literature, highlights that the public sector banks continue to face significant 
challenges, especially with respect to NPAs. In comparison, private sector banks show a strong asset 
quality, profitability, and capital adequacy, thereby highlighting better resource management.

However, given the ever-evolving financial ecosystem and dynamic nature of the Indian banking 
sector, there is a need for continuous refinement of the framework to incorporate emerging trends such as 
digital banking, fintech innovations, and environmental, social, and governance (ESG) factors.

An introduction of real-time performance dashboards into CAMEL model and predictive analytics can 
help provide the regulatory oversight which is more proactive and responsive to risks.
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Abstract: Understanding cryptocurrency market efficiency is crucial for investors seeking to identify and 
exploit arbitrage opportunities. This study rigorously evaluates the market efficiency of three prominent 
cryptocurrencies—Bitcoin, Ethereum, and Binance Coin—over a three-year period from April 1, 2021, 
to March 31, 2024. We examine whether these markets adhere to the principles of the Efficient Market 
Hypothesis (EMH). Our findings indicate that while all three cryptocurrencies exhibit a significant degree 
of efficiency, efficiency fluctuates amid extreme volatility, especially during major market events like 
regulatory crackdowns and macroeconomic shifts. Bitcoin exhibits higher efficiency than Binance Coin 
and Ethereum, indicating that liquidity and adoption significantly influence market predictability. These 
insights have important implications for traders and institutional investors, emphasizing the need for 
adaptive trading strategies rather than relying on static arbitrage models. Furthermore, this study advances 
the understanding of EMH in digital asset markets by demonstrating how efficiency evolves in response 
to external forces. By offering a data-driven perspective on cryptocurrency market behavior, this research 
provides a foundation for future studies on financial market efficiency and digital asset valuation.

Keywords: Efficient Market Hypothesis; Random Walk; Variance Ratio Test; Unit Root Test

1.	 Introduction

The debate around market efficiency has long been a central topic in finance, with significant implications 
for asset pricing and investment strategies. The Efficient Market Hypothesis (EMH), introduced by Eugene 
Fama in the 1970s, posits that asset prices fully reflect all available information, making it impossible to 
consistently outperform the market through trading strategies. EMH is categorized into three forms: weak, 
semi-strong, and strong. Weak-form efficiency suggests that historical price and volume data cannot predict 
future prices. Semi-strong form asserts that all publicly available information is reflected in prices, while 
strong-form efficiency claims that even insider information is instantly incorporated into asset values.

While EMH has been widely studied in traditional financial markets, the rise of cryptocurrencies 
presents a new frontier for analysis. Cryptocurrencies like Bitcoin, Ethereum, and Binance Coin operate 
in a decentralized and less regulated environment, raising questions about whether these markets conform 
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to EMH principles. The unique nature of digital assets, marked by extreme volatility, evolving technology, 
and fragmented market structure, necessitates a closer examination of their efficiency.

Bitcoin, launched in 2009 by Satoshi Nakamoto, introduced the concept of decentralized digital money 
and blockchain technology. Ethereum, introduced in 2015 by Vitalik Buterin, expanded this concept by 
enabling smart contracts and decentralized applications, laying the groundwork for decentralized finance 
(DeFi). Binance Coin, associated with one of the largest cryptocurrency exchanges, reflects the integration 
of financial services such as lending, staking, and derivatives into the crypto ecosystem.

Understanding the efficiency of these markets is crucial given their growing role in global finance. 
Unlike traditional markets, cryptocurrency markets operate 24/7, are highly volatile, and often respond to 
social media trends, technological developments, and regulatory news rather than standardized financial 
disclosures. The decentralized and fragmented structure of these markets may lead to inefficiencies such 
as price discrepancies and information asymmetry, challenging EMH assumptions.

Nevertheless, mechanisms like algorithmic trading, institutional participation, and the introduction 
of ETFs and derivatives have enhanced market liquidity and stability, suggesting evolving efficiency. 
However, the impact of these changes remains an open empirical question.

This study aims to empirically test the weak-form EMH in the context of cryptocurrencies, focusing 
on Bitcoin, Ethereum, and Binance Coin. Using statistical tools such as the variance ratio test and unit 
root test, we evaluate whether their price movements exhibit random walk behavior—a key indicator of 
weak-form efficiency. The variance ratio test assesses mean reversion or randomness, while the unit root 
test determines the stationarity of price series.

By examining the efficiency of cryptocurrency markets, this research contributes to a deeper 
understanding of price formation in digital assets. The findings will offer insights for investors, 
policymakers, and developers of trading algorithms, enhancing decision-making in a rapidly evolving 
financial landscape. Ultimately, this study lays the groundwork for future research into semi-strong and 
strong-form efficiency in cryptocurrency markets, expanding both the theoretical and practical discourse 
on how these innovative markets process information.

2.	 Review of past studies

Numerous academic studies have delved into the realm of cryptocurrency market efficiency, particularly 
considering the exponential growth and diversification within the sector. While initial research primarily 
focused on Bitcoin, the surge in digital currencies during the bullish market of 2017 prompted a shift 
towards investigating a spectrum of high-capitalization cryptocurrencies.

Source Year Variables Methodsused Findings
Jacek Karasiński 2025 16 major 

cryptocurrencies using 
1-minute interval data

Martingale Difference 
Hypothesis test, 
rolling window 
approach

Efficiency is time-
varying, supports 
AMH; more 
inefficiency during 
volatility periods
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Source Year Variables Methodsused Findings
Mokni, K., El 
Montasser, G., Ajmi, 
A. N., & Bouri, E.

2024 Bitcoin & Ethereum 
(daily data) + 
macroeconomic 
indicators (financial 
stress, liquidity)

Adjusted Market 
Inefficiency 
Magnitude (AMIM), 
quantile regression

Efficiency changes 
over time; 
negatively impacted 
by global financial 
stress; money flow 
improve efficiency

Saiful Reeza Latif, 
Muhammad Azri 
Mohd, Mohd Nazrul 
Mohd Amin, Arwin 
Idham Mohamad

2017 Bitcoin & Litecoin Auto Regressive 
Conditional 
Heteroskedasticity 
(GARCH)

Inconsistent with 
weak form of 
efficiency

Eojin Yi, Biao Yang, 
Minhyuk Jeong, 
Sungbin Sohn, 
Kwangwon Ahn

2023 Bitcoin QHO Close to being 
weakly efficient

Karasiński (2025) conducted a detailed study on high-frequency return predictability in cryptocurrency 
markets through the lens of the Adaptive Market Hypothesis (AMH). Using 1-minute interval data from 16 
major cryptocurrencies, the research applied the Martingale Difference Hypothesis with a rolling window 
approach. The findings revealed that market efficiency is dynamic, fluctuating with volatility and trading 
activity. Periods of heightened turbulence showed greater predictability, indicating deviations from weak-
form efficiency and lending support to the AMH framework, which posits that market behavior evolves 
with experience and environmental changes.

Mokni et al. (2024) examined time-varying efficiency in Bitcoin and Ethereum using the Adjusted 
Market Inefficiency Magnitude (AMIM) and quantile regression analysis. Their study incorporated macro- 
and micro-level variables such as global financial stress, investor sentiment, and liquidity. They found that 
efficiency fluctuates significantly, decreasing during financial shocks and improving with higher liquidity 
and inflows. These results support the idea that cryptocurrency markets are still evolving and that external 
conditions and internal market dynamics critically affect efficiency.

Saiful Bappa Latif et al. (2017) used GARCH models to analyze Bitcoin and Litecoin. The study 
concluded that these markets do not fully conform to weak-form efficiency, with historical price patterns 
offering some level of predictability. These inefficiencies were linked to speculative trading, investor 
sentiment, and market manipulation, highlighting the role of behavioral and structural factors in digital 
asset pricing.

Eunjie Yi et al. (2023), in contrast, applied the QHO method and found that Bitcoin is close to being 
weakly efficient, although brief inefficiencies can occur. Their results suggest that while prices generally 
follow a random walk, certain market conditions—such as structural shifts or liquidity changes—can 
temporarily affect efficiency. This highlights the importance for context-specific analysis in evaluating 
digital asset markets.

Despite growing evidence, cryptocurrencies remain fundamentally distinct from traditional financial 
assets. Their decentralized nature, 24/7 trading, regulatory ambiguity, and reliance on social sentiment 
introduce complexities that challenge conventional efficiency models. Consequently, price formation 
in digital assets often depends on factors beyond fundamentals, including technological developments, 
online communities, and macroeconomic conditions.
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Building on this literature, the present study tests the weak-form EMH in Ethereum, Bitcoin, and 
Binance markets, offering practical insights for investors and policymakers into how well these markets 
process information.

3.	 Methodology

Data

The present study considers the adjusted closing daily indices of Bitcoin (BTC), Ethereum (ETH), and 
Binance Coin (BNB) as the basis for analysis. These adjusted closing prices account for factors such 
as dividends, stock splits, and other adjustments that may affect the actual value of an asset over time, 
ensuring a more accurate representation of price movements. The selected data spans a three-year period 
from April 1, 2021, to March 31, 2024, covering significant events, market cycles, and external shocks that 
may have influenced cryptocurrency price dynamics.

The price data were sourced from Yahoo Finance, a widely recognized and reliable financial data 
platform that provides historical price information on various assets, including cryptocurrencies. Yahoo 
Finance aggregates price data from multiple exchanges, ensuring comprehensive coverage and accuracy. 
The chosen timeframe captures multiple market phases, including periods of high volatility, market 
crashes, bull runs, and regulatory developments, thereby offering valuable insights into the efficiency and 
behavior of these digital assets.

Methodology

The primary aim of this study is to examine whether the cryptocurrency market demonstrates weak-form 
efficiency. To test this, the study investigates whether historical price movements can predict future prices. 
According to the weak-form Efficient Market Hypothesis (EMH), asset prices follow a random walk, 
implying that past price data should not enable investors to earn consistent abnormal returns.

The random walk model, excluding drift, can be mathematically described as:
Yₜ = Yₜ₋₁ + eₜ
Where:

•	 Yₜ represents the asset value at time t,

•	 Yₜ₋₁ is the value at time t – 1,

•	 eₜ is a random error term at time t.
The Variance Ratio (VR) Test, introduced by Lo and MacKinlay (1988), is a widely used econometric 

tool to test market efficiency based on the random walk theory. This theory posits that asset prices evolve 
in an unpredictable manner, similar to a random walk.

To apply the VR test, the first step is to compute asset returns from the price series. Typically, 
logarithmic returns are calculated using the formula:

rₜ = ln(Pₜ / Pₜ₋₁)
The return series is then segmented into non-overlapping sub-periods, each consisting of a specified 

number of time intervals. This segmentation allows for an analysis of return variability across different 
time horizons. Variance is computed both for each sub-period and for the entire dataset.
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To account for autocorrelation—where current price behavior may be linked to past price behavior—
an optimal lag is selected. In this analysis, a lag of 9 periods is chosen based on empirical or theoretical 
justification. Each sub-period, therefore, contains 9 time points. Variance is then calculated within each 
sub-period, as well as for the full return series.

The Variance Ratio (VR) is defined as:
VR = Variance of Full Period / Average Variance of Sub-Periods
A statistical test (e.g., t-test or z-test) is applied to determine if the VR significantly deviates from 1. 

The null hypothesis assumes a random walk (VR = 1), while the alternative suggests deviations indicating 
return predictability. A VR close to 1 supports the random walk hypothesis and market efficiency; significant 
deviations imply that returns may exhibit patterns or autocorrelation, providing potential opportunities for 
profit.

The following stochastic process can also describe returns:
Rₜ = μ + ln(Pₜ) - ln(Pₜ₋₁) + εₜ
Where:

•	 Rₜ is the return at time t,

•	 μ is the drift term,

•	 ln(Pₜ) and ln(Pₜ₋₁) are the natural logs of prices at times t and t – 1, respectively,

•	 εₜ is an error term that is independently and identically distributed (i.i.d.), representing random 
noise.

Under the random walk hypothesis, the variance of the sum of returns over two consecutive periods (rₜ 
+ rₜ₋₁) should be twice the variance of a single return. Hence, the two-period variance ratio is:

VR(2) = Var[rₜ(2)] / (2 * Var[rₜ]) = Var[rₜ + rₜ₋₁] / (2 * Var[rₜ])
Expanding this:
VR(2) = [2 * Var(rₜ) + 2 * Cov(rₜ, rₜ₋₁)] / (2 * Var(rₜ)) = 1 + ρ(1)
Where ρ(1) is the first-order autocorrelation of returns. A VR(2) equal to 1 supports the random walk 

hypothesis. A VR below 1 indicates negative autocorrelation, while a value above 1 suggests positive 
autocorrelation.

The original Lo and MacKinlay (1988) test evaluates individual VRs for specific lag values (q). 
However, because the random walk hypothesis requires that all VR(q) values equal 1, a joint test across 
multiple lag values is more robust. To address this, Chow and Denning (1993) proposed the Multiple 
Variance Ratio (MVR) Test, which simultaneously tests whether the VRs for several lag values are 
jointly equal to 1.
Under this framework:
•	 Lo-MacKinlay Test Null Hypothesis: VR(q) = 1

•	 Chow-Denning Test Null Hypothesis: Mᵣ(qᵢ) = VR(qᵢ) – 1 = 0, for i = 1, 2, ..., m
Where the MVR test evaluates the joint null hypothesis across multiple lag values qᵢ.
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4.	 Empirical Studies

4.1 Data

	 A.    Ethereum
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	           Figure 1 Line Chart of Ethereum	        Figure 2 Line Chart of return on Ethereum

Figure 1 represents the line chart of Ethereum. It seems that this follows stochastic trend. A stochastic 
trend implies that the time series has a random walk component, meaning its future values depend on both 
its past values and a stochastic (random) term. A stochastic trend series must be differenced. Finally, these 
indices have been differenced and converted into line charts.

Figure 2 depicts the line chart of the return on Ethereum. It seems this is mean reverting process. 
Overall, the price of Ethereum might be trending upwards with random ups and downs, while its return 
seems to fluctuate around zero, indicating mean reversion.

		  B.   Bitcoin
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	           Figure 3 Line Chart of Bitcoin	       	               Figure 4 Line Chart of return on Bitcoin

Figure 3, the price of Bitcoin, follows a stochastic trend. A stochastic trend is a trend that is influenced 
by random situations. It appears that the price of Bitcoin is increasing over time, but there is also a lot of 
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volatility in the price. This suggests that the price of Bitcoin is not only influenced by long-term trends, but 
also by short-term random fluctuations.

The return on Bitcoin in Figure 4 fluctuates around zero, which suggests that it is a mean reverting 
process. This means that even though the price of Bitcoin may be following a stochastic trend, the returns 
on Bitcoin tend to be zero in the long term.

C.	 Binance
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	 Figure 5  Line Chart of Binance		         Figure 6 Line Chart of return on Binance

Through Figure 5, There appears to be a general upward trend in the price of Binance over time. This 
appears to show a stochastic trend. There’s a general upward direction over time, but with significant 
volatility.

 Figure 6 suggests a mean reverting process. The return fluctuates around zero, meaning large positive 
or negative returns tend to be followed by corrections that bring it back closer to the average. indicating  
mean reversion.

5.	 Descriptive Statistics

	 Ethereum’s daily returns over the past three years demonstrate an average daily return of 0.0559 
and a standard deviation of 4.1486, indicating notable volatility. The distribution exhibits a slightly 
negative skewness (-0.5275) and a kurtosis of 8.9873, implying heavier tails compared to a normal 
distribution. Statistical tests, including the Jarque-Bera test statistic of 1686.3722 with a probability 
of 0.0 , provides compelling evidence against the assumption of normality in Ethereum’s return 
distribution.

	 Bitcoin’s daily returns over the past three years demonstrate an average daily negative return of 
0.0172 and a standard deviation of 3.214975, indicating notable volatility. The distribution exhibits 
a slightly negative skewness (-0.3584) and a kurtosis of 3.5549, implying heavier tails than to a 
normal distribution. Statistical tests, including the Jarque-Bera test statistic of 600.0392 with a 
probability of 5.0482e-131, reject the hypothesis of normality in Bitcoin’s return distribution.

	 Over the observed three-year period, Binance Coin’s daily return are based on an average daily return 
of 0.0542 and a standard deviation of 4.146769, indicating significant volatility. The distribution 
shows a negative skewness (-1.0077) and a kurtosis of 12.6730, suggesting heavier tails compared 
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to a normal distribution. Statistical analysis, including the Jarque-Bera test statistic of 7512.9397 
with a probability of 0.0, provides compelling evidence against the assumption of normality in 
Binance Coin’s return distribution.

6.	 Results and Analysis

Ethereum

•	 Result: The variance ratio test applied to Ethereum with an optimal lag of 6 produced a p-value of 
0.0555. This value is slightly above the conventional 0.05 threshold, suggesting Ethereum’s market 
does not significantly deviate from the random walk hypothesis. Hence, price changes appear mostly 
unpredictable, offering evidence in support of weak-form market efficiency.

•	 Interpretation: Since the null hypothesis of market efficiency cannot be rejected, Ethereum’s 
market behavior aligns with the principles of weak-form efficiency. This implies that historical price 
data holds limited predictive value. However, the p-value being close to the cutoff suggests that 
while Ethereum largely behaves efficiently, minor inefficiencies could exist—particularly during 
periods of market stress or volatility.

•	 Analysis: Ethereum’s nearly random price behavior indicates that it generally incorporates past 
information efficiently. Nonetheless, the closeness of the p-value to 0.05 suggests a potential for 
temporary inefficiencies. Such dynamics align with the Adaptive Market Hypothesis (AMH), where 
markets evolve and efficiency fluctuates based on investor behavior and external conditions. Further 
testing using alternative tools like autocorrelation or Hurst exponent could provide deeper insight. 
Moreover, distinguishing between different market regimes (e.g., bullish vs. bearish) may reveal 
more about Ethereum’s time-varying efficiency.

Bitcoin

•	 Result: For Bitcoin, the variance ratio test at an optimal lag of 9 resulted in a p-value of 0.3125. This 
relatively high value indicates no significant departure from the random walk hypothesis, meaning 
Bitcoin’s price movements were largely unpredictable during the observed period.

•	 Interpretation: The null hypothesis of weak-form efficiency is not rejected, suggesting that 
Bitcoin’s market reflects historical price information efficiently. This high p-value implies that past 
price movements offer minimal insight for predicting future trends, which aligns well with the 
Efficient Market Hypothesis (EMH).

•	 Analysis: Bitcoin, the most established and liquid cryptocurrency, exhibits strong adherence to 
weak-form efficiency. This reflects a market where price discovery processes are robust, likely due to 
greater institutional involvement, higher liquidity, and broader adoption. However, efficiency is not 
absolute; macroeconomic factors, and technological changes can lead to temporary inefficiencies. 
The implication for investors is that long-term strategies based on fundamentals may be better than 
short-term speculation based on historical prices.
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Binance

•	 Result: The variance ratio test for Binance Coin (BNB) using an optimal lag of 1 yielded a p-value 
of 0.1749. This value, though lower than Bitcoin’s, remains above the 0.05 significance level, 
indicating moderate support for weak-form efficiency, with some potential minor inefficiencies.

•	 Interpretation: The test results do not reject the null hypothesis of efficiency, suggesting that BNB’s 
price movements are largely random. However, the mid-range p-value indicates the possibility of 
short-term inefficiencies, possibly due to unique structural factors specific to Binance’s ecosystem.

•	 Analysis: As a utility token closely linked to the Binance exchange, BNB’s market behavior is 
influenced by exchange-driven activities such as token burns, trading incentives, and staking 
rewards. These factors can intermittently distort price behavior, creating short-lived inefficiencies. 
The variance ratio test suggests that, overall, BNB follows a random walk, but its market structure 
introduces nuances not observed in more decentralized assets like Bitcoin. High-frequency trading, 
liquidity events, and platform-specific announcements can temporarily skew price dynamics. 
Unlike Bitcoin or Ethereum, which function across broader ecosystems, BNB’s performance is 
tightly integrated with Binance’s platform. Thus, evaluating its efficiency requires accounting for 
both macro trends and platform-specific developments.

7.	 Conclusion

This study analyzed the weak-form efficiency of Bitcoin, Ethereum, and Binance Coin using the 
variance ratio test over a three-year period. The results indicates that all three cryptocurrencies largely 
follow a random walk, supporting weak-form efficiency under the Efficient Market Hypothesis (EMH). 
Bitcoin and Binance Coin exhibit strong adherence to market efficiency, while Ethereum shows minor 
deviations, suggesting occasional inefficiencies.These findings imply that historical price data offers limited 
predictive power for future returns, posing challenges for traders seeking to consistently outperform the 
market. However, Ethereum’s slight inefficiency may provide short-term opportunities during periods 
of heightened volatility. For institutional investors and portfolio managers, the results highlight the need 
for risk-aware strategies that reflects the evolving nature of cryptocurrency markets, which remain more 
volatile and less regulated than traditional financial systems.

The study also extends EMH analysis to the digital asset space, emphasizing the role of liquidity, 
adoption, and technological development in shaping market behavior. As crypto markets mature, efficiency 
is likely to improve, driven by regulatory developments and increased institutional participation. While the 
analysis provides valuable insights, it is limited by its time frame and methodology. Future research should 
explore different time horizons, incorporate alternative techniques like machine learning or sentiment 
analysis, and assess semi-strong and strong-form efficiency.

In conclusion, this research contributes to understanding how cryptocurrency markets function and 
evolve. It offers both theoretical value and practical guidance for investors navigating the complexities of 
digital asset trading.
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1.	 Introduction

In contemporary organizational behavior research, emotions are no longer regarded as irrational disruptions 
to productivity but as integral components of workplace dynamics and employee well-being (Ashkanasy 
& Dorris, 2017). Among the spectrum of discrete emotions influencing organizational functioning, pride 
stands out as a self-conscious emotion that can significantly shape interpersonal interactions, motivation, 
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and organizational culture (Tangney, Stuewig, & Mashek, 2007). Pride, when experienced authentically and 
constructively, reinforces a sense of accomplishment and personal worth, thereby promoting engagement 
and fostering prosocial behavior (Williams & DeSteno, 2008). However, when expressed excessively or 
inauthentically, pride may also breed arrogance or alienation, thereby affecting the emotional climate of 
teams and departments.

The concept of emotional climate refers to the shared affective tone and emotional experience prevalent 
within an organizational unit (Barsade & Knight, 2015). It encompasses the collective mood and emotional 
norms that govern employee interactions and perceptions. The emotional climate is a crucial determinant 
of organizational outcomes, including communication patterns, creativity, collaboration, and overall job 
satisfaction (Isen & Reeve, 2005). While extensive research has explored the role of negative emotions 
(e.g., anger, anxiety) in shaping emotional climates, the impact of positive self-referential emotions like 
pride remains under-explored.

This study aims to investigate how the expression and perception of pride among employees influence 
the emotional climate of the workplace. By examining pride’s dual potential—as a motivator of excellence 
and a source of interpersonal friction—this research contributes to a nuanced understanding of how 
emotions shape the socio-emotional fabric of organizations.

2.	 Literature Review

Pride is classified as a self-conscious, moral emotion, which arises from internal appraisals of success, 
competence, or adherence to social or organizational values (Tracy & Robins, 2007). It can manifest in 
two forms—authentic pride, associated with hard work and achievement, and hubristic pride, linked to 
arrogance and inflated self-worth (Tracy, Cheng, Robins, & Trzesniewski, 2009). Authentic pride has been 
found to motivate perseverance, enhance team cohesion, and foster leadership emergence (Williams & 
DeSteno, 2009). Conversely, hubristic pride often results in interpersonal conflict and reduced trust within 
teams.

Emotional climate refers to the enduring collective mood within a workgroup or organization, 
shaped by shared experiences and interactions (Ashkanasy & Härtel, 2014). A positive emotional climate 
is marked by warmth, trust, optimism, and collaboration, whereas a negative climate reflects tension, 
cynicism, and emotional withdrawal (Barsade & Gibson, 2007). The emotional tone of a workplace has 
profound implications for employee morale, innovation, and retention (George, 2000).

Positive emotions such as pride can elevate organizational morale and influence the emotional tone 
of workplace interactions (Geetu., & Verma, A. (2024). Employees who feel proud of their work or 
organization are more likely to engage in constructive behavior, support colleagues, and contribute to a 
positive work atmosphere (Fredrickson, 2001). Authentic pride enhances self-efficacy and fosters a culture 
of recognition and shared achievement, reinforcing a cohesive emotional climate (Menges & Kilduff, 
2015). On the other hand, hubristic pride may elicit envy, exclusion, or competition, thereby undermining 
collective emotional harmony (Verbeke, Belschak, & Bagozzi, 2004).

Leaders play a critical role in shaping emotional climates through emotional expression and regulation 
(Ashkanasy & Daus, 2005). Leaders who demonstrate pride in their teams’ achievements model positive 
emotional conduct and promote a climate of respect and motivation (Humphrey, 2002). However, when 
leaders express hubristic pride, it can foster resentment and emotional disengagement among employees 
(Gooty, Connelly, Griffith, & Gupta, 2010). Thus, leadership expression of pride acts as a signal that either 
nurtures or disrupts the emotional ecosystem of the workplace.
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The interpretation and impact of pride on emotional climate can vary across cultural and organizational 
contexts. In collectivist cultures, overt expressions of pride may be perceived as boastful, potentially 
disrupting group harmony (Eid & Diener, 2001). Conversely, in individualistic cultures, pride is often 
celebrated and seen as a sign of competence and success. Understanding these cultural nuances is essential 
for evaluating pride’s role in emotional climate formation across diverse workplace settings.

3.	 Research Objective

•	 To examine the role of the emotion pride on the emotional climate at the workplace

4.	 Research Methodology

This study adopts a quantitative, cross-sectional research design to explore the impact of pride—a positive, 
self-conscious emotion—on the emotional climate prevailing in workplace environments across the Delhi-
NCR region. The conceptual framework is informed by the broaden-and-build theory of positive emotions 
(Fredrickson, 2001), which postulates that positive emotions, such as pride, can expand individuals’ 
momentary thought–action repertoires and build enduring personal and social resources. Additionally, 
affective events theory (Weiss & Cropanzano, 1996) provides a foundation for understanding how 
workplace events triggering pride influence affective responses, which collectively shape the emotional 
climate of organizations. In this study, pride functions as the independent variable, measured through 
validated instruments that assess authentic pride—linked to achievement, effort, and prosocial behavior 
(Tracy & Robins, 2007)—while emotional climate, the dependent variable, is operationalized through 
dimensions such as warmth, structure, recognition, identity, and conflict (Tagiuri & Litwin, 1968; Litwin 
& Stringer, 1968).

Data were collected through a structured and pre-tested questionnaire consisting of items adapted 
from validated scales in organizational behavior literature. The final sample comprised 420 full-time 
employees drawn from diverse sectors within Delhi-NCR. Stratified random sampling was employed to 
ensure demographic and organizational heterogeneity, enabling robust generalizability of the findings.

5.	 Data Analysis

To evaluate the structural and measurement integrity of the model examining the impact of pride on 
emotional climate, Partial Least Squares Structural Equation Modeling (PLS-SEM) was employed using 
SmartPLS. This approach was chosen due to its suitability for predictive analysis and its effectiveness in 
estimating complex relationships among latent constructs with relatively small to moderate sample sizes 
(Hair et al., 2017). The analysis focused on assessing both the reliability and validity of the measurement 
model.

Table 1. presents the factor loadings of the individual items measuring the independent construct—
Pride. All five indicators demonstrated acceptable standardized loadings, ranging from 0.684 to 0.825, 
thereby surpassing the recommended threshold of 0.60 (Chin, 1998). The highest loading was observed 
for PRIDE_3 (0.825), reflecting the motivational power of pride derived from accomplishments within 
the organization. PRIDE_2 and PRIDE_1 also showed strong loadings (0.759 and 0.741, respectively), 
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indicating cognitive and affective alignment with organizational identity. PRIDE_4 and PRIDE_5, while 
slightly lower (0.694 and 0.684), remained within acceptable limits and contributed positively to the 
composite construct.

Reliability was assessed through Cronbach’s Alpha and Composite Reliability (CR). The Cronbach’s 
Alpha coefficient for the pride construct was 0.795, indicating good internal consistency and exceeding 
the minimum acceptable value of 0.70 (Nunnally & Bernstein, 1994). Composite Reliability (CR) was 
calculated at 0.837, further confirming the scale’s reliability and convergent adequacy (Hair et al., 2010).

Convergent validity was evaluated through the Average Variance Extracted (AVE), which stood 
at 0.834—well above the threshold of 0.50 (Fornell & Larcker, 1981). This suggests that a substantial 
proportion of variance is captured by the construct as compared to measurement error, thereby reinforcing 
the construct validity of the pride scale used in the study.

Table 1. PLS-SEM Results – Measurement Model for Pride

S.No. Item Factor Loadings
PRIDE_1 ‘I am proud of the contribution I have made in the organization’ 0.741
PRIDE_2 ‘I think that I can be proud of what I know about the organization’ 0.759

PRIDE_3 ‘Because I take pride in my accomplishments in the organization, I am 
motivated to continue’

0.825

PRIDE_4 ‘In the organization, I feel so proud I feel on top of the world’ 0.694
PRIDE_5 ‘In the organization, I am very satisfied with myself’ 0.684

Cronbach’s Alpha- 0.795
CR- 0.837

AVE- 0.834

The structural model was assessed to examine the hypothesized relationship between employee 
emotions and the emotional climate within the workplace. As illustrated in the PLS-SEM path diagram, 
the construct “Employees’ Emotions” was modeled as a second-order latent variable comprising four 
key emotional subcomponents: Pride, Companionate Love, Joy, and Gratitude. The endogenous variable, 
“Emotional Climate,” was measured through six dimensions—Structure, Responsibility, Reward, Warmth, 
Conflict, and Identity—consistent with the organizational climate framework by Tagiuri and Litwin (1968).

The path coefficient from Employees’ Emotions to Emotional Climate was found to be statistically 
significant (β = 0.622, p < 0.001), indicating a strong and positive influence of employee-experienced 
emotions on the emotional climate at the workplace. This result implies that when employees consistently 
experience positive discrete emotions such as pride, joy, love, and gratitude, it leads to a more favorable 
emotional atmosphere characterized by higher trust, identity alignment, perceived support, and 
interpersonal warmth.

The R² value for the dependent construct Emotional Climate is 0.387, suggesting that approximately 
38.7% of the variance in the emotional climate is explained by the emotional experiences of employees. 
This reflects a moderate level of explanatory power according to conventional benchmarks (Hair et al., 
2017), thereby reinforcing the importance of emotion-driven factors in shaping the collective emotional 
tone of organizations.
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In conclusion, the structural model offers empirical validation that fostering pride and other positive 
emotions among employees can significantly enhance the emotional climate of an organization, thereby 
contributing to employee well-being, engagement, and organizational effectiveness.

Fig.1. Impact of Pride on the Emotion Climate at Workplace

6.	 Major Findings and Conclusion

The study revealed that pride significantly and positively influences the emotional climate at the workplace, 
with the path analysis indicating a strong relationship (β = 0.622, p < 0.001). Employees who experience 
pride in their contributions tend to foster a more constructive emotional environment, marked by warmth, 
recognition, identity, and mutual respect. The model showed moderate predictive power, with pride 
explaining 38.7% of the variance in emotional climate, highlighting its pivotal role while acknowledging 
the influence of other factors. Measurement indicators confirmed the reliability and validity of the pride 
construct, supporting its robustness as a psychological variable in organizational settings. Overall, the 
findings suggest that fostering pride through meaningful recognition, acknowledgment of accomplishments, 
and supportive leadership can significantly enhance the emotional climate, promote employee well-being, 
and contribute to a more cohesive and motivated workforce. This underscores the practical importance of 
integrating emotion-driven strategies in human resource and organizational development practices.

These findings are consistent with the broaden-and-build theory (Fredrickson, 2001), which posits 
that positive emotions expand individuals’ thought–action repertoires and build enduring organizational 
resources. Furthermore, it supports the affective events theory (Weiss & Cropanzano, 1996), suggesting that 
emotional experiences within workplace contexts have substantial downstream effects on organizational 
climate and functioning.
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Abstract: Substance use is a growing concern among young adults, with increasing attention drawn 
towards the cognitive and psychological implications of e-cigarette consumption. This study explored 
whether young adults who use e-cigarettes differsignificantly in memory ability and psychological well-
being compared to those who do not. A total of 130 university students aged 18 to 26 participated, with 65 
identified as regular e-cigarette users and 65 as non-users. Standardised tools—the Multifactorial Memory 
Questionnaire (MMQ) and Ryff’s Psychological Well-Being Scale—were administered. The results showed 
that e-cigarette users had significantly lower memory ability scores and greater psychological distress than 
non-users. Statistical analysis revealed strong negative correlations between e-cigarette usage and both 
memory ability and psychological well-being. These findings suggest that regular use of e-cigarettes may 
be associated with reduced cognitive functioning and increased psychological issues among young adults. 
However, further longitudinal and experimental studies are needed to confirm causality and uncover 
underlying mechanisms.
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Introduction

Substance use problems create significant personal, societal, and economic challenges globally (Bouchery 
et al., 2011). Key risk factors include personality traits, mental illness, vulnerability, easy access, and 
family dynamics (Cox et al., 2015; Ducci& Goldman, 2012; Vink, 2016). Despite a decline in some 
substances like cigarettes, overall usage remains steady or rising (Johnston et al., 1975–2014).

University students are particularly vulnerable, with alcohol being the most studied and commonly 
abused substance (Johnston et al., 2015). Students are typically aged 1–4 years post-secondary school and 
enrolled full-time in college. Early intervention and awareness of risk factors can aid prevention (Moher 
et al., 2015).

The impact of e-cigarettes on memory ability and 
psychological wellbeing 
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In India, the reported use of substances is: alcohol (14.6%), tobacco (12.4%), cannabis and opioids 
(2.8% each), sedatives (1.08%), and inhalants (0.7%) (Ambedkar et al., 2019). The average initiation age 
ranges from 12 to 15 years (Jiloha, 2017). Stress from academics, poor health, injuries, and risky behaviors 
are key contributing factors (Kar et al., 2021; Skidmore et al., 2016).

Smoking

Smoking is a global health issue affecting all populations (Terracciano& Costa, 2004; Peres et al., 2019). 
In developing countries, tobacco causes 80% of related deaths (WHO, 2024). In India, 42.4% of men and 
14.2% of women aged 15+ use tobacco (GATS-2, 2020), with total users rising to 253 million by 2022, 
ranking India second globally (WHO, 2024; World Bank, 2023).

Despite policies, quitting tobacco remains difficult (Foulds et al., 2006; Joshi et al., 2010). The WHO’s 
MPOWER initiative addresses this with six strategies: Monitor tobacco use, Protect people from smoke, 
Offer help to quit, Warn of dangers, Enforce bans, and Raise taxes (WHO, 2011).

Nicotine

With rising tobacco use, reducing its prevalence is a global priority. The key strategies are preventing 
initiation and supporting cessation to improve health and increase life expectancy (Doll et al., 2004; Taylor 
et al., 2002; Timmermans et al., 2018; Le et al., 2024).

Global tobacco use among people aged 15+ declined from 32.7% in 2000 to 22.3% in 2020, with a 
further 2% drop expected by 2025 (WHO, 2023).

Nicotine, the primary addictive component of tobacco, makes up 90% of alkaloids in the plant, with 
about 8.4 mg per cigarette (Padhiary et al., 2020). It helps the plant resist nitrogen deficiency (Sabine & 
Klaus, 2014).

Nicotine dependence varies by individual. Compulsive use, psychoactive effects, and reinforcement 
behavior indicate dependence (U.S. Dept. of Health and Human Services, 2014).

E-cigarettes smoking behavior

E-cigarettes, or electronic nicotine delivery systems, contain glycerol, flavors, and nicotine (Marques et 
al., 2021). Originally designed to help smokers quit, they can still cause harm. Aerosols from e-cigarettes 
may lead to respiratory issues and contain cancer-linked substances (National Academies, 2018; Campaign 
for Tobacco-Free Kids, 2021).

Awareness of e-cigarettes in the U.S. doubled from 2009 to 2010, reaching 2.7%, though limited 
research exists on usage across different groups. In Poland, 23.5% of high school students had tried them, 
and 8.2% used them recently (Goniewicz&Zielinska-Danch, 2012).

Use among youth is rising globally, including in India. About 4% of Indian adolescents are familiar 
with e-cigarettes (Thampi et al., 2018; TISS & MoHFW, 2016–2017). Social media promotes their appeal, 
with over 460 brands noted (Pepper et al., 2016), and many companies continue selling them despite health 
concerns (ICMR, 2019).

Frequent use is linked to addiction, mood disorders, poor impulse control, and negative effects on 
brain development (U.S. Dept. of Health and Human Services, 2020).
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Impact on memory after smoking

Quitting smoking can result in various withdrawal symptoms and signs. Individuals may experience 
difficulty concentrating and also notice a decline in attention and their working memory capabilities 
(Falcone et al., 2013a; Gilbert et al., 2004; Heishman, 1998; Heishman et al., 1994; Hendricks et al., 
2006; Mendrek et al., 2006). Brain imaging studies indicate that the frontal regions of the brain may be 
impacted, contributing to the challenges faced from not smoking. Smokers have shown these issues while 
performing activities that demand sustained focus and working memory (Falcone et al., 2013b; Kozink et 
al., 2010; Xu et al., 2006).

Recent research indicates evident neurotoxic impacts on brain health and links regular smoking to the 
onset of dementia (Swan et al., 2007; Reitz et al., 2005; Sabia et al., 2012; Rusanen et al., 2011). Over 
60,000 individuals are particularly vulnerable to experiencing strokes and heart attacks (Nakamura et 
al., 2012). Additionally, studies have revealed that women face a higher risk of developing dementia and 
experiencing cognitive decline compared to men (Tarraf et al., 2020). Effects on psychological distress 
after smoking

Half of those who smoke tobacco struggle with mental health issues and addiction (Lien, 2016). 
Individuals who smoke cigarettes tend to exhibit higher levels of depression (Anjit et al., 2019; Grant et al., 
2004; Berg et al., 2019). Additionally, smoking e-cigarettes has been associated to increased impulsivity 
(Grant et al., 2019).

Compared to non-smokers, individuals who e-cigarettes as well as cigarettes face a greater risk of 
depression and suicide (Pham et al., 2020). Numerous studies indicate a relationship between smoking 
and schizophrenia that is influenced by genetic factors (Ripke et al., 2014; Tobacco & Consortium, 2010).

Rationale

E-cigarettes have become increasingly popular, especially among teens and young adults. While they were 
initially marketed to help people quit smoking, they have contributed to addiction and raised concerns 
about their effects on brain function and mental health.

Research on their cognitive effects is mixed—some studies suggest nicotine may enhance memory, 
while others show it can harm memory and mental well-being. As vaping becomes more common, mental 
health issues appear to be rising.

This study aimed to explore the link between e-cigarette use, memory function, and psychological 
health in college students. It assessed how vaping affects recall, recognition, stress, and anxiety. I 
hypothesized that e-cigarette users would show poorer memory performance and higher psychological 
distress compared to non-users.

The findings may support public health policies, inform healthcare providers, and add to academic 
research on the risks of e-cigarettes.

Aim

To assess the memory ability and psychological well-being of young students who consume e-cigarettes 
and those who do not consume e-cigarettes.
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2.	 Objectives

1.	 To study the effects of e-cigarette use on individual’s memory ability.

2.	 To investigate the effects of e-cigarette use on individual’s psychological well-being.

3.	 To compare the memory ability and psychological well-being differences among e-cigarette users 
and non-users.

3.	 Review of Literature

Novak and Wang (2024) applied the PRISMA-ScR framework to assess cognitive outcomes related 
to e-cigarette use. They reviewed 11 studies, including both experimental and cross-sectional designs. 
Results showed mixed findings: while some studies indicated neutral or mildly positive cognitive effects 
in smokers, others revealed impairments in memory and decisionmaking among both users and non-users. 
In a related study, Novak and colleagues (2024) examined the link between e-cigarette consumption 
and mental functioning—specifically attention, self-efficacy, and emotional well-being—among 432 
adolescents aged 11 to 18. E-cigarette users reported greater distractibility, lower academic self-efficacy, 
and increased levels of anxiety, depression, and stress. However, the study acknowledged that its survey-
based design limited the ability to draw causal conclusions. Nadar and colleagues (2021) investigated 
long-term cognitive outcomes of smoking by comparing 73 smokers with 84 non-smokers using various 
neuropsychological tests. Smokers demonstrated lower performance in areas like attention, memory, and 
executive functioning, though processing speed was not affected. Additionally, those who started smoking 
earlier and smoked more heavily experienced greater cognitive deficits. Prasedya and colleagues (2020) 
conducted an animal study in which mice were subjected to traditional and electronic cigarette vapor 
for 14 days. Mice displayed memory deficits and delayed responses to rewards. Inflammatory markers, 
including elevated TNF-α levels, were detected in brain tissue, indicating that both vapor types may trigger 
neuroinflammatory processes. Tilden (2020) used fMRI to evaluate cognitive changes after vaping in ten 
individuals following nicotine abstinence. Participants showed improved performance on a rapid visual 
processing task post-vaping, along with increased activation in brain areas like the dorsolateral prefrontal 
cortex and angular gyrus. These findings point to a possible link between vaping and enhanced brain 
function. Tobore (2019) reviewed more than 100 studies on the rising frequency of e-cigarette use among 
young population and associated health effects. The review cited risks such as oxidative stress, attention and 
memory problems, and psychological symptoms. Adolescents were highlighted as particularly vulnerable 
due to ongoing brain development. Goniewicz and colleagues (2018) evaluated exposure to toxicants in 
5,105 participants across user groups. Sole e-cigarette users had lower levels of harmful substances like 
TSNAs and PAHs compared to smokers. However, dual users exhibited higher levels than either group, 
highlighting complex exposure dynamics. Caponnetto and colleagues (2017) conducted a randomized 
crossover study comparing cognitive and behavioral effects of traditional cigarettes and two generations 
of e-cigarettes. Cognitive performance did not significantly differ across groups. Craving levels rose over 
time in all groups, supporting the role of e-cigarettes as a cessation tool with limited cognitive disruption. 
Akanbi and colleagues (2015) surveyed 150 Nigerian college students to assess the impact of drug use 
on academic performance. Significant differences were found between users and non-users, with gender 
differences also present. The study recommended awareness campaigns and improved campus counseling 
services.
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4.	 Research Methodology

Hypothesis

H₁: There is a significant relationship between e-cigarette use and an individual’s memory ability.

H₀: There is no significant relationship between e-cigarette use and an individual’s memory ability.

H₂: E-cigarette use is significantly associated with psychological wellbeing.

H₀: E-cigarette use is not significantly associated with psychological wellbeing.

H₃: There is a significant difference in memory ability and psychological well-being between individuals 
who consume e-cigarettes and those who do 	not.

H₀: There is no significant difference in memory ability and psychological well-being between individuals 
who consume e-cigarettes and those who do not.

Sample

The study sample comprised 100–150 young adults (aged 18–26 years), primarily university students, 
selected using a purposive sampling technique. Participants were recruited from colleges, universities, 
social media platforms, and public or private spaces frequented by young adults. Inclusion criteria required 
participants to be enrolled university students, fluent in the language of assessment, regular e-cigarette users 
for at least six months, and willing to provide informed consent. Individuals with neurological disorders, 
undergoing treatment for severe mental health conditions, or using other psychoactive substances were 
excluded. The independent variable was e-cigarette use, while the dependent variables included memory 
ability and psychological well-being.

Tools used

Socio-demographic 	 details. Demographic questions assessing participant’sname, age, gender, 
educational qualification, if the participant is currently using e-cigarettes, if they do then for how long they 
have been using e-cigarette and lastly if they often experience difficulties with memory or concentration

Multifactorial Memory Questionnaire (MMQ): The Multifactorial Memory Questionnaire (MMQ) 
measures an individual’s awareness and beliefs about their memory (metamemory) through three subscales: 
Satisfaction, Ability, and Strategy. This study used the MMQ-Abilitysubscale, which assesses perceived 
memory performance in daily life.

Participants rated how often they experienced 20 common memory errors over the past two weeks on 
a 5-point Likert scale. Scores range from 0 to 80, with higher scores indicating better perceived memory. 
The MMQ-Ability subscale has shown high reliability (Cronbach’s alpha = 0.93) in prior research with 
130 English-speaking adults (Troyer& Rich, 2002).

Ryff’s psychological well-being scale: Carol Ryff’s 1989 scale measures psychological well-being 
across six dimensions: self-acceptance, personal growth, life purpose, positive relationships, environmental 
mastery, and autonomy. It shows strong internal consistency (α = 0.86–0.93) and good test-retest reliability 
(0.81–0.88 over six months). The scale is validated through strong correlations with other well-being 
measures.
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Procedure

This study assessed memory and psychological well-being in 130 Indian young adults (ages 18–26), 
including 65 e-cigarette users and 65 non-users, with equal numbers of males and females. Participants 
were selected through purposive sampling. They were informed about the study, gave consent, and 
completed the survey after instructions and rapport building.

Statistical analysis

Data were analyzed using SPSS (version 29.0). Descriptive statistics (mean, standard deviation) summarized 
the data. Independent samples t-tests compared memory and psychological well-being between e-cigarette 
users and non-users, as well as between males and females. Correlation analysis examined the relationship 
between e-cigarette use, memory, and psychological health.

5.	 Results

Table 4.1: Depicting the socio-demographic of the sample (N=130) 

Demographic profile Sub-category Consume e-
cigarettes (n=65)

Do not consume
(n=65)

N Percentage (%) N Percentage (%)

Age 18
19

2
6

3.07
9.23

3
6

4.61
9.23

20
21
22
23
24
25
26

15
11
9
9
7
3
3

23.07
16.92
13.84
13.84
10.76
4.61
4.61

12
11
10
5
6
10
2

18.46
16.92
15.38
7.69
9.23
15.38
3.07

Gender Male Female 35
30

53.84
46.15

30
35

46.15
53.84

Qualification Postgraduate
Graduate

16
49

24.61
75.38

25
40

38.46
61.53

Participants were aged 18–26. Among e-cigarette users, 23 were aged 18–20, 29 were 21–23, and 13 
were 24–26. Among non-users, 21 were aged 18–20, 26 were 21–23, and 18 were 24–26. The user group 
included 35 males and 30 females, while the non-user group had 30 males and 35 females. All participants 
were either undergraduates or graduates.
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Table 4.2. Mean comparison of participants who are E-cigarettes smokers and non-smokers

Variables Mean SD Mean SD t(128) p Cohen’s d
Memory ability 42.42 3.414 61.55 6.374 -

21.340
0.048 3.74

Psychological 
disorder

82.91 9.607 105.60 6.997 -
15.393

0.049 2.70

Table 4.2 shows significant differences between e-cigarette users and non-users. Users had lower memory 
scores (M = 42.42, SD = 3.41) than non-users (M = 61.55, SD = 6.37), t(128) = -21.34, p = .048, with a 
very large effect size (Cohen’s d = 3.74). Psychological distress was higher in users (M = 82.91, SD = 
9.61) than in non-users (M = 105.60, SD = 7.00), t(128) = -15.39, p = .049, also with a large effect size 
(Cohen’s d = 2.70).

Table 4.3. Correlation analysis of participants who smoke e-cigarettes and who do not 

Variable USE AND NO
USE

MMQ PWT

USE AND NO
USE

1 -0.88 -0.80

MMQ -0.88 1 0.71
PWT -0.80 0.71 1

Table 4.3 presents the correlation analysis between e-cigarette use, memory ability (MMQ), and 
psychological well-being (PWT). E-cigarette use showed strong negative correlations with memory ability 
(r = -0.88) and psychological well-being (r = -0.80), indicating that greater use is linked to lower scores on 
both measures. A positive correlation was found between memory ability and psychological well-being (r 
= 0.71), suggesting they are closely related. All variables were perfectly correlated with themselves (r = 1).

6.	 Discussion

Substance use, especially tobacco and alcohol, remains a major concern among college students. In India, 
tobacco use is widespread, with nicotine being the primary addictive agent. Although e-cigarettes were 
introduced to help smokers quit, evidence shows they may harm lung function, cognitive development, 
and mental health.

This study examined memory and psychological well-being in 130 young adults (aged 18–26), evenly 
split between e-cigarette users and non-users. Results showed that e-cigarette users had significantly lower 
memory scores (M = 42.42) and higher psychological distress (M = 82.91) than non-users (M = 61.55 and 
M = 105.60, respectively), with very large effect sizes (Cohen’s d > 2.70).

Correlation analysis revealed strong negative associations between e-cigarette use and both memory 
(r = -0.88) and psychological well-being (r = -0.80). A positive correlation (r = 0.71) was found between 
memory ability and mental health. These findings supported all three study hypotheses.

The results align with past studies linking nicotine use to memory decline and psychological distress 
(e.g., Nadar et al., 2021; Novak et al., 2024), though some research suggests nicotine may temporarily 
enhance certain cognitive functions. Overall, the study adds to growing evidence that e-cigarette use 
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negatively affects young adults’ cognitive and psychological health, highlighting the need for preventive 
measures and further research.

7.	 Conclusion

This study compared memory performance and psychological health in 130 young adults, half of whom 
used e-cigarettes. Results showed that e-cigarette users had poorer memory and higher psychological 
distress. While the findings highlight risks, they should be interpreted with caution due to methodological 
limitations. More research is needed to explore long-term effects across age groups.

Implications:

•	 Raise public awareness about cognitive and mental health risks of e-cigarettes.

•	 Strengthen policies to prevent e-cigarette use among adolescents.

•	 Develop evidence-based interventions to reduce e-cigarette dependence.

Future Scope:

•	 Use longitudinal studies to track long-term cognitive effects.

•	 Investigate neurological mechanisms behind cognitive and psychological changes.

•	 Compare effects of e-cigarettes with other substances like tobacco or cannabis.

Limitations:

•	 Short study duration limits understanding of long-term effects.

•	 Small sample size restricts demographic generalizations.

•	 Variations in e-cigarette use affect consistency.

•	 Memory is complex and hard to measure comprehensively.

•	 Self-reported data may include bias or inaccuracies.
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1.	 Introduction 

The real wealth of a country is its people. These people use all the resources of the country and make the 
policies of the nation. We can say that population is very important factor in the upliftment of a country.
The rapid growth of population can become obstacle in the path of development if it is not utilized with 
proper planning. Uncontrolled urbanization, increase in crime, pollution, overcrowding , political turmoil 
-all these take place due to the rapid growth of population. With increased population, it becomes very 
difficult to solve the problem of unemployment. Food scarcity is also the result of increased population, 
further, it is connected with under nourishment of the people. These countries also become the victim of 
the vicious circle of poverty. Social infrastructure is also affected by the rapid population growth. Polluted 
air and water, noise population in big cities are the results of increased population. Johnson said that the 
hungry world cannot be fed until and unless the growth of its resources and the growth of its population 
came into balance. Each man and women and each nation must make decisions of conscience and policy 
in the phase of this great problem.

Need of Population Education: On the basis of density of population, the world has been divided 
into three zones-1 Regions of high density population 2. Regions of moderate density of population 3 
Regions of low density of population.The distribution of population is effected by many physical factors 
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such as climate, location, relief ,energy resources, soils, altitude and by many non - physical factors as 
demographic, historical, cultural factors, industrialization urbanization, modernization etc. The changing 
behaviour, attitude,educational understanding of people of country can bring drastic changes and can 
put effect upon all these factors. Population Education is a continuous process after one generation to 
another generation. It promotes healthy approach for family planning and prepares youth for better 
lifestyle. It can prove helpful in controlling population explosion and environmental degradation Hence, 
need of population education becomes of immense importance in educating the people for betterment of 
nation. Population is increasing very fast in the world and to control it, population education is essential. 
We need population education to make the people aware for proper arrangement of education, health, 
transportation etc for our citizens. For environment conservation, proper nutrition and health development 
for upliftment of social life. For the economic development of the country, to upgrade the living standard 
of the people and to maintain balance in supply of food, clothes, houses, energy sources ,oil etc.to our 
citizens to increase production. Concept of Population Education In his theory, Thomas Malthus (1798) 
explained that the number of people would increase faster than the food supply. Any further increase would 
result in a population crash caused by famine, disease and war. Malthas published his thoughts related to 
population growth in the book a ‘An Essay on the Principles of Population’. In 20th century, American 
economist, politicians and educationist felt the need to provide knowledge about the causes and bad effects 
of population growth to children from the very beginning. In1962, Professor Thomas and Philip M. Hauser 
focus to make the population education as a part of school curriculum. In1964, Professor Sloan Wayland, 
from Teachers College, Columbia University, introduced the concept of population education,gave the 
name population education and prepared the related subject matter for it. Alva Myrdal advocated to study 
population in education.In 1970, UNESCO organized a workshop on population education and decided 
the objectives of population education. Strategy, regarding the population education,was also prepared. 
According to the definition of UNESCO, Population Education is a community nation and world. It’s 
objective is to develop students’ response was and logical attitude and behaviour while dealing with the 
situation. Frank Jemin defined, t is an educational program which throws light on both quantitative and 
qualitative aspects of education. In simple words, the education, which is concerned with the population 
matters such as mortality, fertility, migration etc., is called population education. By educational process 
of population education, learners are made able to understand the causes, nature and consequences of 
population growth.

Objectives of Population Education The main objective of the population education is to control the 
increasing population of the world. The other objectives of population education are -

•	 To give knowledge about the increasing population to children, youth and adults.

•	 To give the knowledge about the consequences of population growth.

•	 To give them knowledge about the causes of population growth.

•	 To give them knowledge about the measures to check the population growth.

•	 To develop the attitude for controlling the population.

•	 To develop the attitude for increase in production.

•	 Develop the attitude in them for limited consumption of natural resources and produced goods. 
Nature of Population Education

To attain the higher level qualitative life, it is the prime requirement to regulate the population. Through 
educational efforts and means only population education can develop the ability of decision making in 
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regulating population. Inter relationship between change in population and qualitative development can 
be understand by educational programmes of population education. Responsible behaviour and attitude 
towards the problems arised due to the rapidly increased population and efforts to be done for their solution, 
can be developed with the effective implement of population education. It is a value-laden subject, more 
sensitive and requires skillful handling. It is multi disciplinary approach and it’s content is derived from 
various subjects such as Biology, Sociology, Demography, Statistics, Psychology, Economics etc.

Review of Related Literature Kalediene and Petrauskiene(2000) found inequalities in life expectancy 
in lithunia to be highly correlated with education.Winkeby & others,1992) suggested that prevention 
through better education was very important. Pagare(2019) started the educational awareness among the 
schedule tribes the small family norms and population growth in the Thane District. 500 respondent were 
elected for study. He found that schedule tribe people live in joint family, do not take proper care of 
children. Most of them are illiterate , superstitious and facing poverty. There is very little awareness about 
population education among the schedule tribes people. 

 Mete and Mandal (2023) studied the recommendations of educational policies related to population 
education and its integration into the school curriculum of the WBBSE and CBSE .They concluded in their 
study that in the syllabus of CBSE & WBBSE board many topics are included by which students become 
a to understand the concept of population and it’s application in their real life. 

‘Education at a Glance 2024’(an OECD publication) focused on equity in education and on the labour 
market . The indicators highlighted that in educational resources, study choices, proficiency ,access to 
education -disparity are faced by different democracy groups. The final analysis presented the effect of 
education on prospects and outcomes of labour market. Females are given lower wages in comparison to 
males.

 Bhat(2025) remarked in his study that forty percent population of India would be urban by 2025. and 
pressure will be on urban amenities. The rate of urbanization may be faster in South India due to level soft 
literacy and education in comparison to North India. Due to it the migration of labours may increase from 
north India to farmlands of the south. To realize the demographic gift is proper policies were pursued by 
India, it would be sitting pretty in the year 2025. Otherwise unemployment and social evils associated with 
it will be difficult to control. 

 The United Nations Population Fund (UNFPA) has released it’s report State of World Population 
(2025) titled “The Real Fertility Crisis.”it remarked India as the world’s most populous country and also 
highlighted the major shifts in ageing, fertility and reproductive autonomy. It also studied population size, 
life expectancy, fertility rate trends and gaps, healthcare, gender norms, youth and working age demo- 
graphics, barriers to reproductive autonomy etc. it also recommended to remove the structural barriers and 
to give priority to reproductive rights overpopulation control. It is noticed in the area of population studies 
that demographic behaviour is associated with the education. Demographic transition from high levels to 
low levels of fertility is effected by the spread of education throughout a population. Delayed marriages 
and first births are also the result of education. Fertility levels preferences and regulation are also affected 
by the education. Small families are preferred by highly educated women. Mortality has and education are 
associated strongly with one another and in the social economic development of country education place 
an important role and policy making.

2.	 Methods of Teachings and Contents of Population Education

Various countries of the world use different sources to provide the population education to its citizens. In 
our country India, population education is given through formal education,non - formal education, adult 
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education, by using means of mass communication and voluntary organizations. It is not an easy work 
to teach population education. Different methods of teaching can be used. These are - Audio - visual 
method ,Computer assisted method ,Value classification method ,Internal method of role playing ,Self 
instructional method ,Enquiry oriented or discovery method ,Value classification method. The contents of 
population education have been suggested by Mehta and Jayasuria.It includes -1 The population growth, 
its causes and various situations 2 Population, health and nutrition 3 National and international population 
programes. 4 Biological factors- family life and population.5 Social development and consequences of 
population growth. 6 . Economic development and consequences of population growth.

Efforts for Promotion of Population Education in India The Government of India took the project 
of population education to cover the children of the country. For this project, the aid was provided from 
NCERT and UNESCO. Many steps have been taken to aware the students in schools about increasing 
population.Family planning programme was started in 1952 in India ,during the first five year plan. In 
1961, the government paid more attention towards the family planning awareness. In 1969, national 
conference was organized by Family Planning Association of India to discuss on population education. 
Many suggestions came into light-
• 	 Population education cell should be established in NCERT.
• 	 Population education should be given place in curriculum of teacher education and school education 

at all the levels.
• 	 Study material and books, methods of teaching and evaluation should be developed.
• 	 Population education should be given to understand the importance of small family.

3.	 Problems and Suggestions Related to Population Education

There are some problems related to the population education in India. Though, subject matter for population 
education is prepared by NCERT. It is considered negative to provide sex education with population 
education in our country. It is also a big question, when to start population education. Some people thought 
that it should be started from the primary level of education, but other people are of the view that it should 
not be part of school education. The another problem is how to provide population education. It is said that 
population education should be taught like other school subjects, but other view is that people should be 
made aware at all levels. In schools, it becomes difficult to impart population education to students because 
of the prejudice of parents and guardians, shortage of proper trained and qualified teachers in population 
education, lack of proper planning about it and lack of co-ordination among the agencies who are working 
for the family planning education and welfare. There is strong need to develop training modules to train the 
teachers. Orientation of officers and other staff of family planning and welfare department is also required 
to implement it effectively. Development of curriculum, and text books, for primary, secondary and higher 
levels of education, are also needed. Research work should be promoted. Matter, consulting population 
education, should be available in regional languages also. From time to time, evaluation of all programmes 
related to population education should be done strictly, to make it more effective. School subjects like 
languages, mathematics, science, health education and social studies should be correlated with population 
education programmes. The role of teachers is very important in this procedure. They can bring change in 
the mindset of students and their classroom activities. The active participation of teachers and students can 
create understanding and application of providing population education in school environment. Schools 
are the best places to prepare future generation with broad attitudes and innovative thoughts, ready to 
contribute itself in the development of family, society and nation.
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4.	 Key Role of Education & Population Education

Education is the main source of social change. Population control is a big task and it should be taken as a 
challenge. Through education, we can aware the students from the very beginning, but a wide programme 
of awareness is also needed to make it more successful. Means of communications, posters, pamphlets, 
magazines, books, radio, television, mobile, internet can work as good source for making the people aware 
about it. Government is also doing its efforts at all the levels. Understanding towards the issues related to 
population can be developed in citizens of India through educational approach of population education. 
All of us have to understand the importance of population education and practical approach should be 
adopted to control the overpopulation. Serious efforts can give good results. Population education is a 
multi- disciplinary concept. Relationship between the social- economic process and population factors 
can be understand with the help of population education. Knowledge and skills of people can be affected 
by it. Population education is helpful to create awareness for family planning , to improve attitude for 
women health in family, and economic development of country. People become more responsible in taking 
decisions about their family size and its upliftment by using their knowledge in life. This will create 
positive effect on individual, social and further national progress.

5.	 Conclusion 

World Population Day is celebrated on 11th July every year. This day is celebrated to highlight the 
problem of overpopulation and to raise awareness about its effects. This day is an opportunity not only 
for awareness but also for determining our priorities regarding population balance and it inspires us to 
make a balance world with resources, opportunities and respect. In 2023, India is on the first place with 
the maximum population. Due to rapid increase in population are countries also facing many problems 
such as Malnutrition, lack of safe birth services in rural areas, reduced agriculture land, polluted water and 
air, traffic jam, crowd in hospitals railway station ,bus station and at other places. In this circumstances, 
education and awareness are the keys to control rapidly increasing population . With proper planning and 
policies, increasing population can be helpful in economic development. Indian markets are the centre of 
attraction for the multinational companies. Skilled labours on low wages are available in our country

In developed countries labour cost is more than developing countries, that increases the production cost. 
Due to it, these companies prefer to hire skilled ,educated persons which are available on comparatively 
less salaries in developing countries. Tamil Nadu Gujarat Maharashtra and Uttar Pradesh States are on 
the priority for industrial investment and because of it employment is created not only on local level but 
also it has increased export of the country. If population is seen as capital, then it can be utilized for the 
development of country and India can become leader of the world.
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